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1. Introduction

1.1. General
The desorption of atoms or molecules from solid surfaces

is a key step in heterogeneous catalysis, photocatalysis,
electrochemistry, and surface nanochemistry. The breaking
of a bond between an adsorbate and a surface can be
extremely fast (i.e., femtoseconds, 10-15 s, and below) but
also very slow (i.e., seconds and above), depending on the
enforcing conditions and on the specific system under
consideration.

In this review, I will mostly be concerned with ultrafast
desorption on the (sub-) picosecond time scale, enforced with
photons. Occasionally, however, slower reactions will also
be considered. Photodesorption continues to attract attention
from both experiment1 and theory.2 Photodesorption is
interesting not only per se but also as a prototypical example
for a wider class of nonadiabatic surface reactions.3 Among
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these are simple vibrational4 and rotational excitation of
molecules, photodissociation,5 photoassociation,6,7 photo-
diffusion,8,9 and more complex photoreactions10 of adsorbed
species, with potential implications for molecular
machines,11-13 molecular rotors,14,15and molecular switches.16

Some of these reactions will be covered by other authors in
this thematic issue ofChemical ReViews.

1.2. Mechanisms of Photodesorption

Photodesorption, the simplest of all photoreactions at a
surface, can be enforced either directly or indirectly, i.e.,
substrate-mediated. In the first case, either infrared (IR)17

or, more commonly, ultraviolet/visible (UV/vis) photons1

couple directly to the dipole or transition dipole moment of
the adsorbate-substrate complex. For weakly bound adsor-
bates, the black body radiation at ambient temperatures
suffices to induce direct desorption.18,19 Direct excitation is
also the rule for IR excitation, even at metal surfaces, which
frequently act as “mirrors” for IR photons. On the other hand,
in UV/vis, direct excitation only dominates for semiconductor
or insulating surfaces. In contrast, metal surfaces have a large
absorptivity at these shorter wavelengths, thus preferring the
indirect route. In this case, desorption is a two-step process,
i.e., initial absorption by the surface and subsequent transfer
of energy to the adsorbate-substrate complex. Direct and
indirect routes can experimentally be discriminated by a
dependence, or lack thereof, of the desorption yield and other
observables on the polarization of the incoming light: For
direct excitation, the cross-section is largest with light
polarized along the (transition) dipole of the bond to be
broken, while for substrate-mediated excitation, the polariza-
tion plays only a minor role.

An example for the first scenario is H:Si(100)2× 1, where
a strong dependence of the UV laser-induced desorption of

hydrogen atoms on the polarization was observed, with
polarization along the H-Si bond favoring the reaction.20

An example for the second class is photodesorption of NO
from Pt(111), where no such dependence on laser polarization
was found.21,22

The indirect, substrate-mediated excitation can further be
categorized according to the photon density of the exciting
light source. With low-fluence light, typically realized with
continuous wave (cw) or nanosecond-pulse lasers, one
observes, in the context of photodesorption, so-called DIET,
desorption induced by electronic transitions. Experimentally,
DIET of adsorbates from metals is characterized by com-
paratively small desorption probabilitiesY per absorbed
photon and by a yield that increaseslinearly with laser
fluence. In contrast, with intense light sources such as
femtosecond lasers (FLs), one observes so-called DIMET,
desorption induced by multiple electronic transitions. For this
reaction, which was pioneered by Heinz and co-workers,23-26

a number of “hallmarks” have been identified, which
distinguish it from DIET. These hallmarks are as follows:
(i) The desorption yield is usually, at the same wavelength,
larger in DIMET than in DIET. (ii) The desorption yield
increasessuperlinearly with laser fluence,F. Often, an
empirical power law

is observed withn > 1 (typically 2-10). An illustrative
example is, again, NO/Pt(111), where at low absorbed
fluences up to about 1.5 mJ/cm2, a linear increaseY ∝ F
was found and a power lawY ∝ F6(1 was found at higher
fluences27sSee Figure 1.

The nonlinear scaling (1) has been observed in a number
of FL-induced desorption (FLD) experiments, such as NO/
Pd(111)23 (exponent,n ∼ 3.3), CO/Cu(111)28 (n ∼ 3.7), CO/
Cu(100)29 (n ∼ 8), or O2/Pd(111)30,31 (n ∼ 6). Nonlinear
scalings were also observed for several other photoreactions,
such as photodissociation of O2 on Pt(111)32-34 or the
photodiffusion of O2 on Pt(110).9

Besides the desorption yield, other properties of the
desorbates may be different under DIMET conditions. For
example, the amount of vibrational excitation of NO de-
sorbing from Pt(111), as well as the translational energy,
increase with increasing laser fluence.27

Under DIMET or more general, under FL conditions, the
branching ratiosof possible, concurring reactions can be
different to DIET conditions. As an example, for O2 adsorbed
on Pt(111), the preferred reaction is dissociation when
nanosecond lasers are used, whereas molecular desorption
dominates under FL excitation conditions.32-34
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Figure 1. Desorption of NO from Pt(111). Desorption yieldY as
a function of absorbed laser fluenceF; after ref 27 (one data set).
The two lines are curvesY ∝ F andY ∝ F6, respectively.
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DIET is brought about by infrequent, uncorrelated elec-
tronic excitations of the adsorbate-substrate complex. On
the excited-state potential energy surface(s) (PES), the
nuclear wave packet is nonstationary and feels forces, which
are absent in the ground state. The enforced nuclear motion
may eventually lead to the breaking of a bond, as will be
outlined in greater detail below. It is important to note that
the excited state(s) often couples efficiently to the internal
degrees of freedom of the substrate, in particular to electron-
hole pairs of a metal. As a consequence, the excited states
are resonances, i.e., short-lived intermediates rather than
stationary states, with lifetimes,τel, often on the time scale
of femtoseconds. Once in the ground state again, from where
desorption occurs, the adsorbate also relaxes vibrationally,
on a somewhat longer time scale,τvibstypically within
picoseconds when the adsorbate vibration couples to electron-
hole pairs. This time scale holds for the molecule-surface
bond but also for internal modessFor desorption, the former
is more relevant. DIET is realized if the average time between
two subsequent electronic excitations,texc, is long as com-
pared to the lifetimes,τel andτvib. The individual excitation/
deexcitation processes have no memory of each other;
therefore, the reaction yieldY increases proportional toF.

In contrast, in DIMET, short, intense laser pulses cause
more than one, i.e., multiple, excitations of the adsorbate on
the time scales of electronic and vibrational relaxation. This
is due to a high density of “hot electrons” created in the
metal surface. Often, the hot electrons are attached to the
adsorbate and a “negative ion resonance” is formed. During
action of the laser pulse, by vibration-electron coupling,
the adsorbate-surface bond becomes “vibrationally hot”,
thus leading to “ladder climbing” in the electronic ground
state and desorption. This is a complicated, correlated
process, with the result that the desorption yield increases
nonlinearly withF according to eq 1.

Intense laser pulses heat not only the metal electrons but
also the substrate phonons by electron-phonon coupling.
Also, because the adsorbate-surface vibrations are coupled
to the phonons, there is the possibility that intense laser pulses
causethermal desorptionin the ground state. In general, both
mechanisms, “electronic” and “phononic”, occur simulta-
neously, with different weights. Experimentally, one can
discriminate between phonon and electron mechanisms by
two-pulse correlation (2PC) traces.24 Accordingly, one
records observables, such as the desorption yieldY, as a
function of the delay time∆τ between two laser pulses. As
a result of the nonlinear increase ofY with F according to
eq 1, one typically obtains a signalY vs ∆τ, which peaks
sharply around∆τ ) 0, gradually falling off at∆τ f (∞.
If the half width at half maximum (hwhm) of theY(∆t) curve
is in the nanosecond range; this is indicative of a dominant
phononic mechanism. A hwhm∼ picosecond suggests an
electronic mechanism (vide infra). The ultrafast response in
hot-electron-mediated FLD is therefore another “hallmark”
of DIMET.24

In Figure 2, I summarize various photon-stimulated
desorption (PSD) processes, which will be covered in this
paper.

1.3. Related Phenomena
It has been mentioned that photochemistry at surfaces is

not restricted to desorption. Furthermore, all of the above
reactions can also be initiated by energy sources other than
electromagnetic radiation. The most prominent example is

the scanning tunneling microscope (STM), by whichs
depending on the polarity of the applied voltageselectrons
or holes tunneling from the STM tip enforce molecular
dynamics (MD).

Similar to photochemistry, different regimes exist in which
the desorption yield, for example, increases either linearly
with the tunneling currentI or in a nonlinear fashion. The
linear and nonlinear regimes can be realized by choosing
the bias voltage above or below a threshold for electronic
excitation, respectively. The “above threshold” regime, where
Y ∝ I, corresponds to DIET and arises from singular and
uncorrelated excitations of the adsorbate. A single charge
carrier emitted from the STM tip provides enough energy
to reach the excited state. For semiconductor surfaces, this
is sometimes several electronvolts, and consequently, a
voltage of several volts has to be applied.

At lower bias voltages, in the “below threshold regime”,
the charge carriers are energetically unable to directly reach
the resonance. Nevertheless, similar to DIMET, a gradual
“heating” of the adsorbate-surface bond can occur, by
inelastic electron tunneling (IET), leading eventually to bond
breaking. For the desorption or other reaction, the yield is
typically much smaller than in the “above threshold” case
and increases nonlinearly with the tunneling current.35

An experimental example is the STM-induced desorption
of H and D atoms from hydrogen-covered Si(100)2× 1
surfaces. At positive sample biases below 7 V or so, the
desorption yield is low (<10-6 per tunneling electron) and
increases according to a power lawIn with the STM current
by “ladder climbing”.36,37 Above a threshold of about 7 V,
the σ f σ* excitation energy for the Si-H bond is met,
leading to a DIET reaction with a larger yield of about 3×
10-6 per tunneling electron for H/Si. In this regime, a linear
dependence ofY on I is found.35,38 There are also examples
where desorption of molecular systems has been achieved
with an STM, e.g., of benzene from Si(100)2× 1,39,40

chlorobenzene from Si(111)7× 7,41 or NH3 from Cu(100).42

Figure 2. Various PSD processes. (a) Ladder climbing by direct
(IR photons) or substrate-mediated (phonon) excitation. (b) De-
sorption in a long-lived excited state after direct excitation, typically
realized for insulators. (c) Desorption in the ground state after
intermediate population of a short-lived excited state, typically
realized for metal surfaces. In this case, multiple excitation-
deexcitation cycles may occur, leading to DIMET (see the text).
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The STM thus offers, as additional control parameters,
the current, the voltage, and the polarity of the bias. At
positive bias voltage,Vs > 0 electrons tunnel from the tip to
the surface, inelastically scattering at empty orbitals of an
adsorbate in between. At negative sample bias voltages,Vs

< 0 electrons tunnel from the surface to the tip (or
equivalently holes in the opposite direction), inelastically
scattering at occupied orbitals of the adsorbate. As a result,
the reaction can proceed, besides via neutral excited states,
through negative ion and positive ion resonances, respec-
tively, with possibly different outcomes. For example, at
positive sample bias, desorption of H is observed (see above).
At negative sample bias, both desorption and the lateral
“switching” of a hydrogen atom from one side of a Si2 dimer
to a neighboring, empty, dangling bond site at the same dimer
has been realized.43-45 Lateral switching of adsorbates had
earlier been observed, on metal surfaces, by Eigler and co-
workers46,47 and Rieder and co-workers.48 Also, vertical
“switches” (between a surface and the STM tip) are
known.49,50

In addition to resonant processes, the STM offers in
principle also the route to tip-field-induced manipulations.
In particular, at semiconductor or oxide surfaces, the field
strengths may become quite large (in the order of 1 V/Å),
leading to a distorted ground-state potential and molecular
motion.51,52

Apart from switching and desorption, there are a number
of other processes, which can be triggered by an STM.53 The
vibrational excitation of adsorbates by inelastically tunneling
electrons is used in scanning tunneling spectroscopy (STS).54-56

Other examples are STM-induced diffusion,48,57 STM-
induced rotation of molecules55,58 or of individual units of
large molecules,59 STM-induced dissociation,60-64 STM-
induced reactions,65 and STM-induced isomerization.42,66 In
ref 42, it was also demonstrated that it is possible, by varying
current and voltage, to influence the outcome of IET.
Specifically, the tunneling electrons were tuned to either
desorb NH3 molecules from a Cu(100) surface or translate
them laterally.

Because current-induced surface reactions arise from
inelastic electron-molecule scattering, similar to substrate-
mediated, hot-electron chemistry, photon- and current-
induced reactions are frequently treated with very similar
models and methods. Similarities exist also to problems
related to the transport of electrons (or holes) through
molecular junctions and in molecular electronics67-71sin this
case, STM tips and substrates are simply replaced by
electrodes.

Finally, nonadiabatic surface reactions can also be induced
by electrons coming from other sources. In electron stimu-
lated desorption (ESD), for example, an electron beam
enforces the desired reaction. While electrons created by FLs
or emanating from an STM are low in energy (typically in
the order of one to a few eV), electrons from a beam can
have energies in the kiloelectronvolt regime. Even if not all
of that energy is transferred to the adsorbate, high-energy
excitations are possible; therefore, the outcome of an ESD
experiment is qualitatively different from a UV/vis photon-
stimulated process or an STM-induced process. For example,
by using 150 keV electrons, Menzel and co-workers desorbed
CO molecules from a Ru(0001) surface.72,73 In contrast to
the milder conditions of typical PSD experiments, it was
observed that the desorbing molecules are vibrationally
extremely excited.

In Figure 3, I schematically indicate different “electron-
mediated” desorption processes, PSD via hot electrons (panel
a), ESD (panel b), and STM-induced desorption (panel c).

In passing, I note that other high-energy projectiles such
as atoms or ions may also be used to enforce desorption and
other nonadiabatic surface reactions.74 Finally, there is a close
connection of the physics and techniques to be covered by
this review and nonadiabatic gas-surface scattering.75

1.4. Focus and Outline of This Review
In this overview, I focus on recent advances in thequantum

theory and in particular of thedynamicsof processes at
surfaces that are driven by photons and that lead to bond
breaking. The molecular manipulation via atomic force
microscopes and static-field manipulation via an STM will
not be reviewed. Resonance-mediated, STM-induced pro-
cesses such as IET and subsequent reactions will only be
treated to an extent that allows one to make connections to
photon-induced chemistry. Finally, I emphasizenuclear
dynamicsin the following. The focus is also on atime-
dependentdescription, despite the fact that time-independent
approaches can be very useful.76,77

This review is organized as follows. In the next section, I
will present the most commonmodelsand methodsfor
photodesorption. I will distinguish here between electroni-
cally adiabatic (section 2.1), weakly nonadiabatic (section
2.2), and strongly nonadiabatic dynamics (section 2.3). This
encompasses situations/models in which desorption occurs
in the ground state, by excited-state-driven ladder climbing
in the ground state, and by explicit, active participation of
one or several electronically excited states, respectively. The
discrimination between “weak” and “strong” nonadiabaticity
is somewhat arbitrary.

The theoretical and numerical tools to treat the nuclear
dynamics within a given model will also be outlined in
section 2, for the three “limits” mentioned above. In many,
but not all, models of photodesorption, the Born-Oppen-
heimer separation between electronic and nuclear motion is
central, with nonadiabatic couplings being treated a poste-
riori, either explicitly or in some effective, reduced dynamics
way. The most frequently used techniques here are classical
trajectory (possibly with electronic friction) methods, semi-
classical surface hopping, and wave packet and reduced
density matrix methods. Several of these methods come
together with model HamiltonianssSome of them will also
be presented in section 2.

A first step toward dynamics is the determination of
ground- and excited-state potentials of the adsorbate-surface
system. Methods to calculate those will be treated in section
3. In reduced dynamics models, the electronically (and

Figure 3. Various electron-mediated desorption processes: Hot-
electron-mediated PSD, ESD, and STM-induced desorption.
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vibrationally) excited states are nonstationary, thus account-
ing for the coupling to a “bath” of substrate phonons and
electron-hole pairs. The computation of electronic and
vibrational lifetimes, and corresponding resonance widths,
will be surveyed in section 4.

In section 5, I will review recent theory in the field of
direct, IR photon-induced desorption and vibrational excita-
tion of molecules at surfaces. In section 6, I will give concrete
examples of theoretical models for photodesorption from
insulating surfaces, when UV/vis light is used instead. Here,
the adsorbates can be treated as “weakly coupled” to the
substrate, with the consequence that the physics is similar
to gas-phase dissociation. Strong coupling between adsorbate
and surface modes is the rule for metal surfaces and
sometimes for semiconductors. This leads to short lifetimes
of excited states, which cannot be neglected. Photodesorption
from semiconductor and metal surfaces will be covered in
section 7. I will distinguish here between direct DIET (section
7.1), substrate-mediated DIET (section 7.2), and DIMET by
FLs (section 7.3). In section 8, related reactions will briefly
be considered, e.g., STM-induced desorption and ESD.
Section 9 describes attempts to control surface photoreac-
tivity, either by nanostructuring the substrate or by lasers.
This review covers the last 8 years or so; however, it
sometimes digs deeper into history.

2. Models and Methods for Desorption

2.1. Adiabatic Dynamics

2.1.1. The Born−Oppenheimer Approximation
Most of the theoretical models start with the Born-

Oppenheimer approximation, in which the electronic and
nuclear motion are separated from each other, i.e., by solving
an electronic Schro¨dinger equation

I obtain, for various electronic statesi, the electronic energy
Ei ) 〈Ψi |Ĥr| Ψi〉r and the electronic wave functionsΨi(r;
R). The latter depend on the coordinates of theN electrons,
r ) (r1, r2, ..., rN), denoted byr for compactness and,
parametrically, also on the coordinates ofNA nuclei, R )
(R1, R2, ..., RNA), denoted here asR. Ĥr ) T̂r + Vrr + VrR in
eq 2 is the electronic Hamiltonian, containing the kinetic
energy operatorT̂r of the electrons, the interelectronic
repulsionVrr, and the electron-nuclear attractionVrR. When
adding the internuclear repulsionVRR(R) to Ei(R), I obtain
the Born-Oppenheimer PESsVi(R) on which the nuclei
move

The Born-Oppenheimer surfaces are 3NA - 6 dimen-
sional functions. It is clear that for an adsorbate-surface
system with a formally infinite number of atoms, most of
those need to be treated as frozen or approximated in some
other way. Often, the surface is considered rigid, leaving
only 3Nads degrees of freedom ifNads is the number of
adsorbate atoms. As a further restriction, in reduced-
dimensionality models, out of these modes, only the most
important ones (i.e., those actively participating in the
dynamics) are considered. In an extreme but quite common
case, as a single coordinate, the “desorption coordinate” is

left. The latter is often simply the distance,Z, of the
desorbing species’ center-of-mass to the substrate.

In the case of adiabatic dynamics, only the ground-state
potential needs to be considered. The two most important
adiabatic desorption reactions are IR-induced desorption and
phonon-induced desorption, respectively.

2.1.2. Laser-Driven Dynamics in the Ground State:
Time-Dependent Schrödinger Equation (TDSE)

On a single potential surface, the IR-photon driven
desorption can be described by a TDSE for the nuclei

whereψ is the nuclear wave function andĤ(t) is the nuclear
Hamiltonian

Here, the dipole function is given as

whereµ̂(r, R) is the dipole operator andΨ0 is the ground-
state electronic wave function. The dipole (operator) and the
field E are vectors, which I neglect here for notational
convenience. Equation 5 assumes the semiclassical dipole
approximation, under which the electromagnetic field re-
mains unquantized, and magnetic interactions and the
coordinate dependence of the electric fieldE are neglected.
It should be noted that in general, the assumption of
coordinate-independent fields at adsorbates at metal surfaces
goes beyond the usual long-wavelength approximation for
molecular systems, because the metal electrons and the
adsorbate modify the optical response. In particular, local-
field effects can lead to enhanced photoreaction cross-
sections, and differences are found between s- and p-polar-
ized light.78-82 The TDSE (eq 4) must be solved subject to
an initial condition,ψ(t ) 0) ) ψ0. From the propagated
wave function,

one obtains expectation values of observablesÂ according
to

The TDSE can be solved in many different ways and
representations.83,84Expanding the nuclear wave function on
the basisφR(R) of the nuclear, field-free Hamiltonian,

i.e.,

[with CR(t) ) 〈φR | ψ(t)〉], eq 4 becomes a matrix equation

Here,µRâ ) 〈φR |µ| φâ〉 are dipole matrix elements connecting

ĤrΨi(r, R) ) Ei(R) Ψi(r, R) (2)

Vi(R) ) Ei(R) + VRR(R) (3)

ip
∂ψ(R, t)

∂t
) Ĥ(t) ψ(R, t) (4)

Ĥ(t) ) T̂R + V(R) - µ(R) ‚ E(t) (5)

µ(R) ) 〈Ψ0 |µ̂(r, R)| Ψ0〉r (6)

ψ(t) ) e-iĤt/p ψ0 (7)

〈Â〉(t) ) 〈ψ(t) |Â| ψ(t)〉R (8)

[T̂R + V(R)] φR(R) ) ER φR(R) (9)

ψ(R, t) ) ∑
R

CR(t) φR(R) (10)

ip
dCR

dt
) ∑

â
[Eâ δRâ - µRâ E(t)] Câ (11)
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different levels on the “vibrational ladder” toward the
desorption continuum. Note that in eq 11, I have neglected
diagonal field terms, i.e.,-µRRE, which cause a Stark shift
of level |R〉. Equation 11 has to be solved subject to an initial
condition,CR(0), resulting in time-resolved state populations

A desorption yield can then be defined as

whereNb is the number of bound states, with an energyER
e D, andD is the binding energy of the adsorbate. In a one-
dimensional (1D) model with the adsorbate-surface bond
treated as a Morse potential,D is the Morse well depth

andφR(Z) are the bound (ER e D) and free (ER > D) Morse
eigenfunctions, respectively. Thedesorption ratecan be
defined as

Equations 13 and 14 are sensible definitions only if the
desorption is not “delayed” too much, as is sometimes the
case in so-called vibrational predesorption. There an internal
high-energy vibration withER > D may have been excited
initially. However, if the coupling of this mode to the
desorptive mode is weak, bond breaking may be delayed to
an extent that it does not occur at all, within the time scale
of relaxation. An example for vibrational predesorption is
CO on NaCl(100), where the CO stretch vibration when
excited toV ) 1 is above the adsorption energy85 (vide infra).
For delayed desorption, a more sensible definition of the
desorption probability is

whereZdes is some distance far from the surface where a
particle can safely be considered “desorbed”. In eq 16, the
nuclear wave packet is the solution of eq 4. In coordinate
representation, it depends on the desorption coordinateZ and
other important (internal) modesQ1, Q2, etc. The coordinate
representation requires solution of the TDSE (eq 4) on a
spatial grid. This is anyway the preferred technique when
the eigenfunctionsφR are not known, either becauseĤR

cannot be diagonalized and/or too many continuum states
would have to be considered.83 Of course, if the desorption
is too much delayed, a wave packet propagation becomes
numerically prohibitive and alternatives such as master or
rate equations are required.

I do not review the numerical methods to solve a TDSE
here; for this, the reader is referred to refs 83 and 84. I do
mention, however, that with a direct product (grid) basis (the
“standard model”), presently, wave functions with up to
about six degrees of freedom can be propagated. Using more
sophisticated methods such as the multiconfigurational time-
dependent Hartree method (MCTDH), higher-dimensional
quantum dynamical problems became tractable.86,87 This is
particularly so when some of the more remote modes are
treated on a lower (e.g., single configuration) level. To my

knowledge, the highest-dimensional problem in gas-surface
dynamics considered so far was a simple atom-surface
model, in which a single atom scattered at a surface described
by 60 oscillators.88

2.1.3. Laser-Driven Dynamics in the Ground State:
Density Matrix Description

Instead of solving the TDSE (eq 4), one may resort to a
density matrix description and solve a Liouville-von Neu-
mann (LvN) equation

where [Ĥ, F̂] ) Ĥ F̂ - F̂ Ĥ is the commutator between the
nuclear Hamiltonian with field and the density operatorF̂,
andL is the (Hamiltonian) Liouvillian. Equation 17 is solved
subject to an initial condition,F̂(t ) 0) ) F̂0, formally by

For an initial pure state, for example, the ground state|φ0〉,
the density operator is

Equation 19 can be solved with numerical techniques similar
to those employed for wave functions. Again, “standard”
methods are known89,90 as well as methods based on a
multiconfigurational expansion.91 The latter approach al-
lowed, for example, the solution of a LvN equation for CO/
Cu(100)sa system with six degrees of freedom, i.e., 12
dynamical variables.92 OnceF̂(t) is known, expectation values
are calculated from a quantum mechanical trace:

An advantage of the LvN equation over the TDSE is that a
thermal ensemble can be treated with a single propagation.
On the other hand, solving eq 17 is quadratically more
expensive than solving eq 4 because twice as many dynami-
cal variables are involved. The true advantage of a density
matrix description emerges for open-quantum systems, i.e.,
systems that exchange energy and phase with a surrounding
“bath”ssee section 2.1.6.

In the field-free system eigenstate representation, the LvN
equations for an IR-driven process are

for the diagonal elements of the density matrix and

for the off-diagonals. The latter are also called “coherences”,
and the former are interpreted as state populations,

Below, I will give theoretical examples, where IR radiation
is used to desorb adspecies from surfaces. When using con-
tinuous wave (cw) sources for that, however, the problem

PR(t) ) |CR|2 (12)

Y(t) ) 1 - ∑
R∈Nb

PR(t) (13)

V(Z) ) D[1 - e-γ(Z-Z0)]2 (14)

Rdes) dY
dt

(15)

Y(t) ) ∫Zdes

∞ |ψ(Z, Q1, Q2, ..., t)|2 dZ (16)

∂F̂
∂t

) - i
p
[Ĥ(t), F̂] ) : L F̂ (17)

F̂(t) ) eL t F̂0 (18)

F̂0 ) |φ0〉 〈φ0| (19)

〈Â〉(t) ) Tr {Â F̂(t)} (20)

dFRR

dt
) ∑

â
-

i

p
[VRâ(t) FâR - FRâ VâR(t)] (21)

dFRâ

dt
) -

i

p
{(ER - Eâ) + ∑

γ
[VRγ(t) Fγâ - FRγ Vγâ(t)]}

(22)

PR(t) ) FRR(t) (23)
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arises that during the course of ladder climbing on an
anharmonic potential the driving field becomes increasingly
off-resonant. This problem may be overcome by using shaped
pulses, obtained, for example, by optimal control theory
(OCT). The basic idea of OCT is to maximize a target
functional, e.g., the population of a target state|f〉, under
the constraints of minimal pulse energy and the quantum
equations of motion to hold. This leads to iterative algorithms
for the determination of the pulse shapeE(t). OCT can be
formulated in the wave packet picture93-95 and in Liouville
space.96 It is also possible in Liouville space when dissipation
is present (vide infra).97,98

2.1.4. Phonon-Induced Desorption: Arrhenius Expressions

While pure thermal phonon-induced desorption is of no
concern here, it is useful to note that, in the simplest possible
approximation, the desorption rate will be given by an
Arrhenius expression

HereB is the “frequency factor”,D is the adsorption energy,
andTads is the temperature of the adsorbate bond. The latter
is the same as the phonon temperatureTph of the lattice. Note
that Arrhenius type theories are always “one dimensional”
(1D) by their assumption that a reaction coordinate exists
along which the reaction proceeds. They are also classical
in the sense that only the Boltzmann factor associated with
a barrier heightD appears, and tunneling and other quantum
mechanical effects are at best considered in an effective way.

Temperature models in connection with Arrhenius type
theories are also frequently used for laser-induced desorption
and similar reactions. As outlined above, a UV/vis laser pulse
penetrates the substrate and heats the electron-hole pairs in
the surface region and, by electron-vibration and electron-
phonon coupling, also the adsorbate-surface bond and the
substrate phonons. As detailed in section 2.2 (see Figure 5
below), the energy flow between the various subsystems is
sometimes described by two- and three-temperature models
(2TMs and 3TMs), in which the metal electrons, the lattice
phonons, and the adsorbate-surface vibrations are treated
as coupled reservoirs with time-dependent temperaturesTel-
(t), Tph(t) (for the 2TMs), andTads(t) (for the 3TMs). Here,
it suffices to note that in the case of phonon-mediated
desorption, the reaction rate is given by eq 24; however, with
a time-dependent adsorbate temperature,Tads(t), which is
different fromTph.

It is noted that on top of the Arrhenius type reaction path
approximation, in two- and 3TMs, the additional approxima-
tion is made that the electrons, phonons, and adsorbate
vibrations each carry an individual temperature. As to how
good this approximation is will also be discussed below.

2.1.5. Phonon-Induced Desorption: Master Equations

Thermal desorption, outside the topic of surface photo-
chemistry, has been theoretically modeled already some time
ago. A particular worthwhile contribution is by Freed, Metiu,
and co-workers,99-101 who use a 1D (Morse) potential for
the molecule-surface bond, which is coupled to lattice
phonons. A desorption rate can be calculated from the
populations of the vibrational states of the chemisorptive
bond, which are given by themaster equation

Here,WRfâ are substrate-induced transition rates between
vibrational levelsR and â, which depend on the surface
(phonon) temperature and a number of other parameters, such
as the phonon density of states and polarization, the energy
differenceER - Eâ, and the Morse parameters. These rates
were calculated perturbatively, by a Golden Rule treatment
(vide infra), and ideally fulfill the principle of detailed
balance, i.e.,

whereTph is the (constant) surface temperature. The first sum
in eq 25 leads to repopulation, the second one to depopulation
of state |R〉. At Tph ) 0, only downward transitions are
possible, while atTph > 0, upward transitions come into play.
Once continuum states are reached by upward climbing, the
particle is considered desorbed, i.e., retrapping neglected.

The model of Freed, Metiu et al. accounts for anharmo-
nicity of the potential and for multiphonon transitions. No
vibrational temperatureTvib needs to be assumed. In refs 99-
101, it was found that in fact the desorption rate calculated
from the master equation deviates over a large temperature
range (for Ar on tungsten from about 50 to 1200 K), from
the Arrhenius expression. When fitted to Arrhenius in the
narrow temperature range where this was possible, the fitted
activation energyEa was always smaller than the Morse well
depthD. This is probably due to the fact that the phonon
bath couples efficiently to the low-energy vibrational quanta
of the Morse oscillator close to dissociation. In passing, I
note that the desorption model was later extended to account
for relaxation of the excited adsorbate-surface bond due to
electron-hole pair excitations.102

2.1.6. Open-System Density Matrix Theory

While going beyond Arrhenius, the master eq 25 is still
approximate. First of all, it contains nomemory effects, while
in general103,104the quantityWRfâ PR(t) must be replaced by
∫-∞

t WRfâ(t - t′) PR(t′) dt. In other words, dPR(t)/dt de-
pends not only on the actual populationsPâ(t) but also on
all previous ones.

Even under thisMarkoV approximation, eq 25 is only
approximate, because only populations, i.e., diagonal ele-
ments of the density matrixPR ) FRR, are considered, and
no off-diagonals are considered. As can be seen from eqs
21 and 22, the latter are mandatory if an external electric
field is applied. Furthermore, even without an external field
and still within the Markov approximation, the diagonal and
off-diagonal elements are in general coupled, as can be seen
from theRedfield equations,104-106

Here, (dFRâ/dt)env stands for the environment-induced change
of a density matrix element with time, which comes in
addition to the Hamiltonian evolution. In the field-free case,
therefore, the density matrix elements evolve as

Rdes) B exp{- D
kBTads

} (24)

dPR

dt
) ∑

â
WâfR Pâ(t) - ∑

â
WRfâ PR(t) (25)

WRfâ ) WâfR exp{-
Eâ - ER

kBTph
} (26)

(dFRâ

dt )
env

) ∑
γδ

RRâ,γδ Fγδ (27)
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Equations 27 and 28 demonstrate that, apart from coupling
diagonal and off-diagonal elements of the density matrix,
theRedfield tensoraccounts forcoherence transfer; that is,
different off-diagonal elements are also coupled.

The Redfield theory is a special variant of what is known
asopen-system density matrix theory. In this approach, one
distinguishes a “system” from a “bath” (the environment),
and the total HamiltonianĤtot is

with Ĥs, Ĥb, andĤsb denoting the system, bath, and system-
bath coupling Hamiltonians, respectively. Defining a reduced
(system) density matrix by tracing out the bath degrees of
freedom from the total density operatorF̂tot,

one then has to solve an open-system LvN equation of the
form

instead of eq 17. Here,L D is the dissipative Liouvillian,
which accounts for the coupling of the system to the
environment. In eq 31, already the Markov approximation
has been assumed to be valid; that is, (∂F̂/∂t) depends on
F̂(t) only.

In Redfield theory, one has in (field-free) system eigenstate
representation the matrix elements

with (...)env given by eq 27. It is known that Redfield theory
can give negative populationsFRR in certain instances, which
is unphysical.107 Ways to repair this have been suggested.108

To avoid this problem a priori, Lindblad showed that in
order to have a strictly positive time evolution of the density
operator, a dissipative, Markovian Liouvillian must have the
form109-111

Here, [,]+ denotes an anticommutator,k labels various
dissipation channels (e.g., energy relaxation, pure dephasing),
and Ĉk is a Lindblad operator specifying the nature and
strength of this channel.

As an example,energy relaxationfrom state|â〉 to a state
|R〉 with ER < Eâ, arising from inelastic scattering of system
with bath modes, can be described by a Lindblad operator

At finite bath temperature,T the reverse process is possible,
modeled by

with WRfâ obeying the detailed balance condition (26).

Furthermore, elastic scattering between system and bath
modes leads topure dephasingof |R〉 and |â〉, with a pure
dephasing rateγRâ

/ , a process for which Lindblad operators
exist.112,113In the Lindblad approach, the Liouvillian propa-
gator forms a semigroup, i.e., the open-system LvN equation
lacks time-reversal symmetry.111 The theory does not provide
any microphysical picture of how to choose the Lindblad
operators. Still, the Lindblad equations of motion obey
detailed balance, provided the transition rates employed have
this property.

Consider anN-level system with direct dipole coupling
through elementsVRâ ) 〈φR | - µ E(t)| φâ〉, which is also
coupled to a bath. It is easy to show that the LvN eq 31
takes in field-free system eigenstate representation the form

for the diagonal elements of the density matrix and

for the off-diagonals. In the last equation,

is the dephasing rate. Pure dephasing, i.e., additional dephas-
ing independent of energy relaxation, can be included by
adding the pure dephasing rateγRâ

/ as introduced above to
the right side of eq 38. Equations 36 and 37 show that in
the Lindblad model, in the absence of a field, the diagonal
and off-diagonal elements are decoupled, and there are no
coherence transfer terms. In this limit, therefore, the master
eq 25 is correct. In a more general theory, populations and
coherences are coupled, coherence terms are present, and
memory would have to be considered. Still, eqs 36 and 37
are useful for the direct, IR-induced desorption of an
adsorbate from a dissipative surface. Here, the direct
molecule-field coupling causes upward (by absorption) and
downward transitions (by stimulated emission), and the
coupling to the bath causes downward transitions and upward
transitions ifT > 0. This “ladder climbing” is illustrated in
Figure 4a. Often, the model is further simplified as the
truncated harmonic oscillator(THO) model, illustrated in
Figure 4b and further described below.

It is often advantageous to define Lindblad operators in
configuration rather than eigenstate representation, for the
same reasons why this may be practical for wave packet
propagations. Here, a number of suggestions were made as
to how to choose appropriate Lindblad operators or other
dissipative superoperatorsLD. Considering energy dissipation
in a harmonic oscillator with massm and frequencyω, the
relaxation operatorĈ1 of eq 34 is sometimes written in the
form

whereW1f0 is the relaxation rate from|1〉 to |0〉. Furthermore,

dFRâ

dt
) -

i

p
(ER - Eâ) + ∑

γδ
RRâ,γδ Fγδ (28)

Ĥtot ) Ĥs + Ĥb + Ĥsb (29)

F̂ ) Trb F̂tot (30)

∂F̂
∂t

) L F̂ + L DF̂ (31)

〈R |L DF̂| â〉 ) (dFRâ

dt )
env

(32)

L DF̂ ) ∑
k

(Ĉk F̂ Ĉk
† -

1

2
[Ĉk

† Ĉk, F̂]+) (33)

Ĉ1 ) xWâfR |R〉 〈â| (34)

Ĉ2 ) xWRfâ |â〉 〈R| (35)

dFRR

dt
) ∑

â
-

i

p
[VRâ(t) FâR - FRâ VâR(t)] +

∑
â

WâfR Fââ - ∑
â

WRfâ FRR (36)

dFRâ

dt
) -

i

p
{(ER - Eâ) + ∑

γ
[VRγ(t) Fγâ -

FRγ Vγâ(t)]} - γRâ FRâ (37)

γRâ ) 1
2

WRfâ (38)

Ĉ1 ) xW1f0 â (39)
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â is the standard harmonic annihilation operator,

whereq is the vibrational coordinate andp̂ is the momentum
operator. When onlyĈ1 in eq 39 is used in the Lindblad
dissipation, then

with the creation operator (Becauseâ andâ† are not bounded,
they are not Lindblad operators in the strict sense.)

In the harmonic oscillator basis, the diagonal elementsPR
) FRR evolve as

In deriving eq 43, the equalitiesâ|R〉 ) xR|R - 1〉 and
â†|R〉 ) xR+1|R + 1〉 have been used. Equation 43 states
that state|R〉 gains population from its upper neighbor state
|R + 1〉 with a rate (R + 1)W1f0 and loses population to its
lower neighbor state|R - 1〉 with a rateRW1f0. Therefore,
at T ) 0, when no reexcitations are possible, the strict
selection rule∆V ) -1 holds with the choice eq 39, and
the relaxation rates are proportional to the quantum number
of the decaying level. In this model, onlyW1f0 needs to be
known. It will be shown below that eqs 39 and 43 require
not only a harmonic system but also a system-bath coupling
Ĥsb that is linear in the system modeq, i.e.,

The formalism is easily extended to finite bath temperatures.
In that case, the dissipative Liouvillian is

where W1f0 and W0f1 are in general both temperature-
dependent and have to obey detailed balance. The corre-
sponding master equation for a harmonic system that is
linearly coupled to a bath is then given by

that is, transitions from/to level|R〉 obey the selection rule
∆V ) (1.

An attractive feature of the formalism is that it can also
be extended to anharmonic, unbound systems and be used
in configuration space respresentation. The latter property
is immediately obvious from eqs 40 and 42. For anharmonic
systems,â andâ† can be interpreted as lowering and raising
operators for (vibrational) levels in an anharmonic potential.
In special cases, such as the Morse potential, exact raising
and lowering operators are known.114 In more general cases,
approximate raising and lowering operators can be
defined115-117 by using arguments from supersymmetric
quantum mechanics (SUSY QM)118 according to

Here,

whereφ0 is the ground-state wave function andω ) (E1 -
E0)/p. Equation 47 goes over into eq 40 in the harmonic case.
The approximate ladder operators violate the strict selection
rules outlined above, and transitions other than∆V ) -1
(and ∆V ) +1 at T > 0) become possible. To treat
dissipation, onlyφ0, its derivative, the energy differenceE1

- E0, and the relaxation rateW1f0 need to be known.
Equation 47 has a clear advantage over eq 40. In the

harmonic oscillator case, the linear system-bath coupling
Ĥsb ∝ (â + â†) increases with increasingq according to eq
44. If q is the adsorbate-surface distance,Z, the system-
bath coupling becomes infinite forZ f ∞. This is unphysical
for a dissociative potential. In contrast,f(q) approaches a
constant c,116 and with Ĥsb ∝ (â + â†) ∝ f(q) ) c, the
dissipative transition rate goes smoothly to zero far from the
surface since the coupling matrix elements〈R |c| â〉 vanish.

Other dissipative LiouvilliansLD have been suggested,
which can also be used in a configuration space representa-
tion. Caldeira and Leggett derived as a Liouvillian for the

Figure 4. Ladder climbing in an anharmonic potential into the
continuum (a). The upward arrows are due to IR excitation (and
thermal excitation), and the downward arrows are due to energy
relaxation (and stimulated emission). In general, also other than
the ∆V ) (1 steps shown are possible. The same process in the
THO model (b), with Nb harmonic oscillator states below the
desorption energyD.
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2
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microscopic model of a harmonic oscillator linearly coupled
to an Ohmic bath, in the high-temperature (classical) limit119

Gao developed from this starting point a dissipative Liou-
villian with a Lindblad operator valid for all temperatures.
At T ) 0, his Lindblad operator reads120-122

For higher temperatures, see refs 120-122. Forf(q) ) q, eq
51 is again identical to the Lindblad operator for a harmonic
oscillator with linear system-bath coupling (eqs 39 and 40).
For anharmonic systems, Gao chose empirical forms forf(q)
such asf(q) ) (1 - exp{-bq})/b,122 thus sharing similarities
with the formalism based on the generalized raising and
lowering operators.

While numerics is of no concern here, it should be noted
that density matrix propagations can be time-consuming. If
many basis functions/grid points, sayN, are needed, it
becomes also impossible to keep theN × N density matrix
in memory. A way out here are thestochastic waVe packet
methods, by which the LvN equation can be unravelled
exactly, in the limitM f ∞, by propagating a set ofM
“quantum trajectories”ψn(t), n ) 1, ...,M. In the so-called
Monte Carlo wave packet (MCWP) method,123-125 when
applied to a Liouvillian of Lindblad form, the propagation
is under the influence of a non-Hermitean Hamiltonian, in
which the Lindblad operators appear in a negative, imaginary
potential-(i/2p) ∑k Ĉk

†Ĉk. A wave packet also undergoes
discontinuous “jumps” triggered by a random-number-
generated algorithm. Such a jump involves application of a
Lindblad operator on the wave function

and subsequent renormalization. The MCWP method also
offers a possible treatment of the fundamental “measuring
process” or “reduction of the wave packet” problem in
quantum mechanics. Namely, by application ofĈk, the wave
packet is projected on a particular eigenstate. This can be
seen from eq 52 as follows: In a two-state model, the wave
function |ψn(t)〉 is a vectorψ ) (ψ1,ψ2), with ψ1 and ψ2

being the components of|ψ〉 in states|1〉 and |2〉. The
Lindblad operatorĈ1 ) xW |1〉 〈2| becomes a matrix

Hence, the operationC1 ψ gives, after renormalization, (1,
0)sThe wave packet is reduced to state|1〉.

In the MCWP method, expectation values of operators are
computed as

A drawback of the method is the slow statistical convergence

of the sum (eq 53). Improved sampling techniques have been
suggested.126-128

2.2. Weakly Nonadiabatic Processes

2.2.1. Hot-Electron-Mediated Ladder Climbing
The substrate-mediated laser desorption from metal sur-

faces is frequently described by models similar to those used
for phonon-induced desorption, i.e., by “ladder climbing”
in the electronic ground state up to the desorption continuum,
albeit under participation of electronically excited states. This
is why I denote these dynamics as “weakly adiabatic”.

Arrhenius Type Models. In particular, Arrhenius type
theories are popular for fitting experimental desorption yields
in FLD. The starting points here are two- or 3TMs, associated
with two or three “reservoirs”: the electrons of the metal,
the substrate (lattice) phonons, and, in 3TMs, also the
adsorbate. As illustrated in Figure 5a for the 3TM, the three

subsystems are coupled by characteristic coupling con-
stants: electrons and phonons in the metal by the electron-
phonon coupling constantg, metal electrons and the adsor-
bate by a vibration-electron constantηel, and phonons and
adsorbate by a vibration-phonon coupling constantηph.

A typical FLD experiment then proceeds as follows. The
laser pulse penetrates the uppermost surface layers and
excites electrons in the substrate. Provided the deposited
energy density is high enough, a large number of excited
electrons is created, which thermalizes quickly by electron-
electron scattering, giving rise to an electronic temperature,
Tel(t). The latter is time-dependent as a result of the time
dependence of the exciting pulse but also because the hot
electrons relax by heat diffusion and by coupling to the lattice
phonons. As a consequence, also phonons are heated and
eventually cooled again, modeled by a phonon temperature
Tph(t). Without an adsorbate, this scenario constitutes the
well-known 2TM of the response of a metal surface to an
ultrashort intense laser pulse.129-131

Quantitatively, the electron and phonon temperatures in
2TM are calculated from the two coupled equations

L DF̂ ) -W1f0(2mkBT

p2
{q, [q, F̂]} + i

p
{q, [p̂, F̂]}) (50)

Ĉ1 ) xW1f0
1

x2
(xmω

p
f(q) + i x 1

mpω
df(q)
dq

p̂) (51)

|ψn(t + ∆t)〉 ) Ĉk |ψn(t)〉 (52)

C1 ) xW (0 1
0 0)

〈Â〉(t) ) ∑
n)1

M

〈ψn(t) | Â| ψn(t)〉 (53)

Figure 5. (a) Illustration of 2TMs and 3TMs. (b)Tel(t) and Tph
curves according to the 2TM, for a Pt surface when a Gaussian
pulse of width fwhm ) 80 fs, fluenceF ) 6 mJ/cm2, and
wavelengthλ ) 619 nm was applied, att ) 0. The initial
temperature was 85 K.117
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In eq 54,Cel and Cph are the electron- and lattice-specific
heat constants. Equation 54 describes how the electron
temperature changes due to thermal diffusion (first term on
the right with K ) thermal conductivity of the electrons),
electron-phonon coupling (second term), and the external
laser pulse (third term). The source term can be calculated,
for a metal film of thicknessd, from131

whereAI(t) is the absorbed fraction of the intensityI of a
laser pulse andR-1 is the optical penetration depth. The latter
can be taken from tabulated132 values of the complex
refractive index. In eq 55, which describes the phonons, the
heat conductivity of the lattice has been neglected because
for metals it is orders of magnitude smaller than that of the
electrons.

By solving eqs 54 and 55, one obtainsTel(t) at differentz.
As an example, I show in Figure 5b the phonon and electron
temperatures at a Pt surface (d f ∞), after a Gaussian laser
pulse with fwhm 80 fs was applied. Note that the electron
temperature rises on a sub-picosecond time scale to its
maximal valueTel

max of a few 1000 K, while the phonon
temperature is delayed and never reaches temperatures that
high.

For desorption, electron and phonon heat baths need to
be coupled to the adsorbate “reservoir”, giving rise to an
adsorbate temperatureTads(t). The adsorbate-surface bond
can be heated by the electrons, through the coupling constant
ηel or by the phonons throughηph.

If the electronic channel dominates, it was shown in ref
133 from a Langevin model for the electron heat bath that,
after various simplifications, a classical differential equation
is obtained for the adsorbate temperature:

Equation 57 has to be solved in addition to the 2TM eqs 54
and 55, leading to a 3TM. In the classical limit used in ref
133, the desorption rate is now given as

The quantitiesD andηel are often used as model parameters
to fit experimental data. Physically,D can be interpreted as
an effective activation energy, whileηel is the rate for energy
transfer from the adsorbate-surface bond to the surface,
caused by electron-vibration coupling. AtTel ) 0, ηel is
the corresponding relaxation rateW1f0 of a surface oscillator.
Ways to calculateηel (or W1f0) from microscopic models
will be outlined below.

If also a phononic mechanism via the coupling parameter
ηph is important, an alternative model is useful. Namely, the
energy contentUads of the adsorbate may be calculated
from24,26,30

Assuming a single, harmonic system mode, one can define
an adsorbate vibrational temperature from the energy content
of a harmonic oscillator at temperatureTads,

with UadsandTadsbeing both time-dependent. The calculated
Tads(t) can be used in the Arrhenius equation eq 24 to obtain
the desorption rateRdes.

Through eq 59, the adsorbate temperature depends onηel

and also onηph, the latter being a measure for the inverse
time scale of adsorbate-phonon coupling. According to this
treatment, a laser-driven, substrate-mediated desorption
process is dominantly electronic, if the first term in eq 59
dominates, and phononic if the second one does. For metal
surfaces,ηel

-1 is often in the order of picoseconds, andηph
-1

is in the order of nanoseconds (vide infra). As a consequence,
the electronic mechanism frequently dominates FLD from
metals. This, however, depends on the particular adsorbate
mode responsible for desorption. Because the smallestηi

-1

(i ) el, ph) determines the time scale on whichTads(t) rises,
it also determines through the Arrhenius expression the rate
of reaction and hence the yield. In 2PC experiments, the yield
is measured as a function of delay time∆τ between two
subsequent pulses, and the various mechanisms can be
discriminated.

While the Arrhenius models allow for beautiful physical
interpretation and analysis, it must be kept in mind that they
are approximate in many ways. In particular, they are
inherently classical and 1D. Apart from this, the concept of
an electron temperatureTel(t) is questionable at least within
the first few 100 fs after the pulse according to experimen-
tal134 and theoretical investigations.135-138 Therefore, the
applicability of the concept of an electron temperature is not
always valid, in particular if short FLs are employed. Also,
the validity of an adsorbate temperatureTads(t) is questionable
in general:117,139 Only in the long-time limit, often several
picoseconds, the level distribution becomes Boltzmann.

Classical Trajectories with Electronic Friction. Some
of the above restrictions can be overcome by MD, which
includes electronic friction. This approach was popularized
by Tully and co-workers.140 In this method, the (multidi-
mensional) nuclear motion is treated classically, whereas the
electronic degrees of freedom are hidden in a generalized
Langevin formalism, in the form of friction and fluctuating
forces. Ifq is the only degree of freedom considered (e.g.,
the molecule-surface distanceZ), then the equation of
motion is

Here,V is the ground-state potential, andηqq is related to
the electronic friction coefficient of above throughηqq )
mqηel. Rq(t) is a fluctuating force that obeys a fluctuation-
dissipation theorem,

and depends on the electronic temperature. In practice, the
fluctuating forces are Gaussian white noise with〈Rq(t)〉 )

Cel

∂Tel

∂t
) ∂

∂z
K

∂

∂z
Tel - g(Tel - Tph) + S(z, t) (54)

Cph

∂Tph

∂t
) g(Tel - Tph) (55)

S(z, t) )
AI(t) exp(-Rz)

1 - exp(-Rd)
(56)

∂Tads

∂t
) ηel(Tel - Tads) (57)

Rdes)
Dηel

kBTads(t)
exp{- D

kBTads(t)} (58)

dUads

dt
) ηel(Uel - Uads) + ηph(Uph - Uads) (59)

Uads) pω[exp{ pω
kBTads

} - 1]-1
(60)

mq
d2q

dt2
) - dV

dq
- ηqq

dq
dt

+ Rq(t) (61)

〈Rq(t)| Rq(t′)〉 ) 2kBTel ηqq δ(t - t′) (62)

4126 Chemical Reviews, 2006, Vol. 106, No. 10 Saalfrank



0, which can be obtained from the so-called Box-Müller
algorithm,141

with random numbersb andc drawn from the interval [0,
1] at each time step (∆t is the time step).

For more than one degree of freedom, eq 61 generalizes
to

with a friction matrix η that accounts for nonadiabatic
energy transfer to electron-hole pairs. IfF is the number
of degrees of freedom considered,η is an F × F matrix,
and each element depends on the coordinates. Ways to
calculate the friction matrix will be outlined in section 4.
The formalism can also be extended to account not only for
electron-hole pairs but also for phonons.140,142

The above formalism has been used to treat relaxation of
vibrationally excited molecules at metal surfaces, e.g., of CO
at Cu(100).140The approach was also used for the dissociative
sticking of diatomics (H2, N2) on metal surfaces (Ru, Cu)
and for the reverse process, (thermal) associative desorp-
tion.142,143 Of particular relevance for this review are ap-
plications to FLD, again of CO from Cu surfaces, by Head-
Gordon and co-workers.144,145As we have seen, in this case,
the electronic temperature in eq 62 is large and time-
dependent, according to the 2TM; hence, the fluctuating
forces are large. A molecule, kicked by the random forces,
can be considered desorbed when its energy is larger than
the binding energy,D, and if it was for a sufficiently long
time, at a distance larger thanZdes from the surface.

Master Equations and Model Hamiltonians.A further
step forward, which also accounts for quantum effects, is to
use a master eq 25 for the ground-state populationsPR )
FRR, or generalized master equations derived from Redfield
or Lindblad theories. While methods to calculate transition
ratesWRfâ will be outlined in greater detail in section 4, it
is useful to introduce already here model Hamiltonians often
used for relaxation and excitation of adsorbate-surface bonds
due to “hot electrons”.

In particular, for negative ion resonance-mediated pro-
cesses, a frequently used Hamiltonian is

Here, the system HamiltonianĤs describes, in 1D idealiza-
tion, the adsorbate-surface vibration,Ĥs ) -(p2/2mq) (d2/
dq2) + V(q). Ĥe is an electron Hamiltonian modeling the
electron bath, andĤes is the coupling between the two. For
Ĥe, the Newns-Anderson Hamiltonian146,147

is useful. Here,|k〉 are the metal band states, and|a〉 is a
single affinity level (the adsorbate resonance). The termsck

†

and ca
† are creation, andck and ca are the annihilation

operators for these levels. Furthermore,εk andεa denote one-
electron energies, and the electronic adsorbate-surface
coupling operators areVak. The acceptor levelεa and the
coupling operatorsVak are functions ofq. Furthermore, the

vibration-electron couplingĤes is often assumed to be linear
in the system coordinate,

where na ) ca
† ca is the temporal population of the reso-

nance level andλ is a coupling constant. Equations 65-67
constitute what is sometimes also called the local polaron
model.148

Within this linear coupling model, a Redfield type equation
of motion (eq 28) can be derived, as shown in ref 149, for
example. Following this reference, one notes that by making
in the (field-free) Redfield equation (eq 28) the diagonal
approximationFRâ ) FRR δRâ, one arrives at the master eq
25 with139,149-152

with pωRâ ) ER - Eâ. Equation 68 describes, when used in
eq 25, hot-electron-mediated interlevel transitions between
system levels|R〉 and|â〉. Within a Golden Rule treatment,
the functionø(ωRâ) can be approximated by149

Here, λ is the coupling constant from eq 67,Fa(εF) is the
local density of adsorbate states at the Fermi levelεF, and

the Bose-Einstein distribution function for electron-hole
pairs, at electronic temperatureTel(t) and energypω. Note
that in the last equation a thermalized electron gas has been
assumed.

The perturbative expression (eqs 68 and 69), when used
in the master eq 25, can be further simplified by assuming
that the adsorbate-surface bond is a harmonic oscillator with
frequency ω0.149 This leads to a master equation with
precisely the form of eq 46, i.e., transitions between nearest
neighbors only, with

Here,ηel is again the rateW1f0 at zero temperature. It can
be calculated from eqs 68 and 69 when the local density of
states is approximated as a Lorentzian centered at the
excitation energyεa + Λa - εF of the adsorbate,

With the equality〈0 |q| 1〉 ) xp/2mω0 for the harmonic
oscillator, one has

In the equations above,Λa is the shift and∆a is the
broadening of the resonance level|a〉. Both are due to the
coupling of|a〉 to metal states|k〉 and can be calculated from
the couplingsVak. For example, the resonance width is

Rq(t) ) (2kBTel γqq

∆t )1/2

(-2lnb)1/2 cos(2bc) (63)

mq

d2q

dt2
) -

∂V

∂q
- ∑

s

F

ηqs

ds

dt
+ Rq(t) (64)

Ĥ ) Ĥs + Ĥe + Ĥes (65)

Ĥe ) ∑
k

εkck
†ck + εaca

†ca + ∑
k

Vak(ca
†ck + c.c.) (66)

Ĥes) λ ca
† ca q (67)

WRfâ ) |〈R |q| â〉|2ø(ωRâ) (68)

ø(ωRâ) ≈ 4π λ2 Fa(εF)
2 ωRâ{1 + nB[Tel(t), pωRâ]} (69)

nB[Tel(t), pω] ) [exp{ pω
kBTel

} - 1]-1
(70)

W1f0 ) [1 + nB(Tel, pω0)] ηel (71)

Fa(εF) )
∆a

π[(εa + Λa - εF)
2 + ∆a

2]
(72)

ηel ) 2πp
m

λ2Fa
2(εF) (73)

∆a ) ∑
k

π|Vak|2 δ(E - εk) (74)
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Note that∆a (andΛa) are generally energy-dependent, which
is often neglected. (The energy shiftΛa is often neglected
as a whole.)

Because a harmonic oscillator is bound, the formalism
cannot account for hot-electron-mediated desorption. De-
sorption is sometimes modeled within the THO model of
Figure 4b. Accordingly, the particle is considered desorbed
when it reaches the level with quantum numberNb + 1,
whereNb is the vibrational quantum number just below the
desorption energyD. When solving eq 46, one can calculate
a mean population of the vibrational levels as

whereR is the vibrational quantum number. From there, an
adsorbate vibrational temperature may be defined from the
Bose-Einstein distribution

It can be shown that in the classical limit (p f 0), Tads(t)
can be obtained from the differential eq 57 instead. In this
limit, it also turns out, in the THO model, that the desorption
rate is given by

with an Arrhenius form similar to eq 58. The factor
ηel nB(Tel, pω0) is the upward rateW0f1, at electron
temperatureTel.

In refs 139, 149, and 152, the formalism was applied to
vibrational heating of the CO stretch mode of CO/Cu(100).
The excited-state resonance was assumed to arise from
temporary population of the 2π* orbital of CO (see below).

2.2.2. STM-Induced Processes: Inelastic Electron
Tunneling (IET)

The formalism just outlined is, with appropriate modifica-
tions, applicable also for inelastic electron (or hole) tunneling
(IET) in STM experiments. As an example, the STM-induced
desorption of H atoms from H-covered Si(100)2× 1 surfaces
in the “below threshold regime”,36 was modeled37 within a
ladder climbing scheme, by master equations analogous to
eq 46. Now, however, the transition rates account for IET
and for dissipation. In ref 37, the relevant vibrational
transition rates within a harmonic, 1D model (with the Si-H
distancer being the only coordinate considered), are

Here,WRfâ
diss are dissipative transition rates, for which in the

upward term (eq 79) the detailed balance condition has been
used.W0f1

IET ) W1f0
IET is the IET rate connecting levels|0〉

and |1〉. The latter consists of a dipole153 and a resonance
term,154 both proportional to the tunnel currentI:

Here,f 0f1
dip is the probability for excitation due to the direct

coupling of the field of the tunnel electron to the dipole
moment µ of the adsorbate-surface bond. Furthermore,
f 0f1

res is the probability for excitation due to temporary
population of a negative ion resonance state. For both the
dipole and the resonance terms, Golden Rule expressions
similar to those of above have been given.37 Without going
into details, I note that the transition ratesW0f1

res depend not
only on the tunneling current but also on the STM voltage,
V. This is mainly because the energy∆ for excitation from
the neutral to the resonance state depends onV, according
to ∆ ) ∆0 - eV. For H/Si, it was argued that the resonance
term dominates, and the total inelastic tunneling fractionfin
) f 0f1

res + f 0f1
dip was estimated to be in the order of 10-4 to

10-2 at voltages of about 2 and 4 V, respectively.37 Within
the truncated oscillator model, again, a simple rate expression
can be derived, by which it was possible to fit experimental
observations.37

At this point, a word about time scales is in order.
Assuming an inelastic tunneling fraction of 10-3 and a typical
tunnel currentI of about 3 nA, eq 80 givesW0f1

IET ≈ 1.9 ×
107 s-1. This suggests typical transition times in the order
of 10-7 s with the following implications: (i) The desorption
in the IET regime is not “ultrafast”. (ii) Vibrational relaxation
cannot be neglected even when it proceeds, as for the H-Si
stretch mode of H:Si(100)2× 1, on the nanosecond time
scale (see below). In contrast, in the “above threshold”
regime where|eV| > ∆, STM-induced desorption can be as
fast as DIET and vibrational relaxation is not an issue.

The theory just outlined has been refined in many ways.
Still, in most cases, these extended models are based on
model Hamiltonians similar to those of eqs 65-67, which
are used in perturbation theory to calculate transition and
desorption rates. Some newer theory makes use of first
principles information, e.g., from density functional theory
(DFT). Because STM manipulation of adsorbates, in par-
ticular in the IET regime, is not my main concern here, the
reader is referred to some of the rich literature.41,62,155-171

2.3. Strongly Nonadiabatic Processes

2.3.1. Photodesorption from Insulating Surfaces
Photodesorption of adspecies from insulating surfaces by

UV/vis light is an example for a “strongly nonadiabatic”
process. The reaction is largely analogous to gas-phase
photodissociation172,173in the sense that (i) the laser excitation
is direct and (ii) the electronically excited states arestation-
ary on the time scale of nuclear motion. The surface “merely”
modifies interaction and excited-state potentials and orients
the molecules, thus leading to “surface aligned photochem-
istry”.174 While the direct mechanism is very probable for
insulators, indirect, substrate-mediated pathways cannot
always be ruled out.

For photodesorption from or photodissociation at insulating
surfaces, one frequently uses two-state models, with a ground
stateVg(R) and an excited stateVa(R). The corresponding
time-dependent nuclear Schro¨dinger equation is

for the nuclear wave functionsψn(R) with n ) g, a. Here,

n(t) ) ∑
R

R PR(t) (75)

n(t) ) [exp{ pω0

kBTads(t)} - 1]-1

(76)

Rdes) (Nb + 1) ηel nB(Tel, pω0) exp{- D
kBTads(t)} (77)

W1f0 ) W1f0
IET + W1f0

diss (78)

W0f1 ) W0f1
IET + W1f0

diss e-pω0/kBT (79)

W0f1
IET ) I

e
(f 0f1

dip + f 0f1
res ) (80)

ip
∂

∂t (ψa

ψg
)) (Ĥa Ṽag

Ṽga Ĥg
)(ψa

ψg
) (81)

Ṽag(R, t) ) Vag(R) - 〈Ψa(r, R) |µ̂E(t)| Ψg(r, R)〉r (82)
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is an electronic coupling matrix element connecting states
|g〉 and|a〉. It consists of a direct field coupling term, and a
nonadiabatic coupling termVag(R). The latter accounts for
radiationless transitions due to non-Born-Oppenheimer or
spin-orbit effects and is expressed here in a diabatic
representation. Details of “diabatic” and “adiabatic” pictures
will be given below. The radiationless coupling terms are
often neglected in two-state models. Note that also the
diagonal elementsṼnn are neglected here, i.e.,

because I assume that the laser fieldE(t) in the UV/vis regime
will not induce any transitions among the vibrational levels
φR

n on surfaceVn.
On insulators, where both vibrational relaxation and

electronic quenching can be neglected, the solution of eq 81
gives all one needs to calculate properties of interest. One
such property is the absorption cross-sectionσ(ω) as a
function of the exciting laser frequency,ω. If a cw light
source is used, the absorption cross-section (atT ) 0) can,
in the perturbative limit, be calculated as172,173

from the Fourier-transformed correlation function

(K is a constant.) That is,σ(ω) is obtained from multiplying
the initial ground-state vibrational wave functionφ0

g(R)
with energyE0

g, with the transition dipole momentµag(R),
promoting it to the excited state and propagating it there.

2.3.2. DIET from Semiconductor and Metal Surfaces
In contrast, molecules adsorbed on metal surfaces have

photoactive final states that are typically embedded in a
continuum of substrate electronic excitations. This is even
so for semiconductors, if the final states are not located within
a band gap.

Multistate Models. The coupling of an excited, photo-
active adsorbate state,|a〉, to substrate continuum states|k〉,
can be modeled by a generalization of eq 81 as

Here,ψn(R) is the nuclear wave function on state|n〉. Note
that in this model energy is conserved. Once again,Ṽnm(t)
accounts for non-Born-Oppenheimer and optical couplings
in general,Ṽnm(t) ) Vnm(R) - µnmE(t), and the diagonal terms
Ṽnn have been neglected. The neglect of direct excitation|g〉
f |a〉 corresponds to the settingµag ) 0. I have assumed
that only one resonance state|a〉 exists, a restriction that can
easily be removed. The non-Born-Oppenheimer couplings
between the|a〉 and the metal continuum states|k〉 is by
coupling functionsVak, similar to those appearing in the

Newns-Anderson model. The situation that I have in mind
is illustrated in Figure 6a.

Optical Potential Models. For a (quasi-) continuum of
states, eq 87 is too hard to solve, from both the quantum
chemical and the quantum dynamical points of view. To
simplify the quantum chemical problem, model assumptions
for the coupling matrix elementsVnm and the potential
surfacesVn can be made. For example, the metal excitations
can be approximated by vertically displaced potentials
Vk(R) ) Vg(R) + kδ, whereδ is an elementary excitation
energy.175-178

Alternatively, one may absorb the continuum, within a
projector operator formalism, in a complex potential felt by
a wave packet in the excited adsorbate state. In this case,
the excited-state Hamiltonian becomes175,179

and no continuum states are explicitly considered anymore.
Here,∆a is the resonance width that can be calculated from
the Newns-Anderson model as outlined above. In this
formalism, originally suggested for dissociative electron
attachment to gas-phase molecules,179 energy isnot con-
served, since the complex potential resembles the decay of
the resonance state|a〉. For a coordinate-independent reso-
nance width∆a, this decay is exponential with an electronic
lifetime

Ĥn ) T̂R + Vn(R) (83)

σ(ω) ) Kω ∫-∞
∞

C(t) exp{i(ω +
E0

g

p )t} dt (84)

C(t) ) 〈φ(0)|φ(t)〉 (85)

φ(t) ) e-iĤat/p µag φ0
g (86)

ip
∂

∂t (ψa

ψg

ψk1

ψk2

···
) ) ( Ĥa Ṽag Ṽak1

Ṽak2 · · ·
Ṽga Ĥg Ṽgk1

Ṽgk2 · · ·
Ṽk1a

Ṽk1g
Ĥk1

Ṽk1k2
Ṽk1k3 · · ·

Ṽk2a
Ṽk2g

Ṽk2k1
Ĥk2 Ṽk2k1 · · ·

··· ··· ··· ··· ··· ···
)(ψa

ψg

ψk1

ψk2

···
) (87)

Figure 6. (a) 1D illustration of the coupled multistate model, with
ground state|g〉, a photoactive excited state|a〉, and a continuum
of states|k〉 above and a specific coupling elementVak indicated
by the double arrow. (b) Illustration of an effective two-state model,
with a transition rateWafg

el ) ∆a/p.

Ĥa ) T̂R + Va(R) - i
2
∆a(R) (88)

τel ) p
∆a

(89)
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Open-System Density Matrix Theory.This approach is
conceptually similar to open-system density matrix theory,
within an effective, dissipative, two-state model. Accordingly,
one has to solve, in the Markov approximation, a LvN
equation of the form180,181

for the density matrix. In eq 90, theF̂i and F̂ij are operators
in the vibrational space, i.e., matrix blocks in the representa-
tion of ground- and excited-state vibrational functions|φR

g〉
and |φR

a〉. The off-diagonal blocks are electronic coher-
ences, while from the diagonal ones electronic populations
can be gained as TrF̂a and TrF̂g. The last term in eq 90
accounts again for energy and phase relaxation but also for
substrate-mediated excitation. Within the Lindblad approach,
energy relaxation of the excited state|a〉 with a rate

gives rise to

DIET, typically enforced with nanosecond lasers, is modeled
by a single, Franck-Condon excitation of the ground-state
wave functionφ0

g to the excited state, i.e.,F̂0 ) |a〉〈a| X

|φ0
g〉〈φ0

g|. Furthermore, eq 92 is then the only “dissipative”
term entering eq 90. This corresponds to an electronic
Liouvillian L D

el with Lindblad operator

The resonance width∆a (and the rateWafg
el ) depends in

general onR. If this dependence is neglected, the resonance
decays again strictly exponential according to ref 89, and
τel ) (1/Wafg

el ). Additional vibrational relaxation can be
included via a total LiouvillianL D

vib + L D
el, with L D

vib

derived by the formalism of sections 2.1 and 2.2. The
effective two-state model with a decaying upper state, as an
alternative to a nondissipative multistate model, is illustrated
in Figure 6b.

A special variant of this theory has been introduced by
Gadzuk within his “jumping wave packet” model. Accord-
ingly, the DIET (atT ) 0) is treated in two steps. In step
one, the ground-state wave functionφ0

g is projected on the
excited state|a〉, propagated there for some reference time
τR, damped then to the ground state|g〉, and propagated to
a final time,t:

From this, expectation valuesA(t;τR) ) 〈ψ(t;τR) | Â| ψ(t;τR)〉

are determined. To compute observables, in a second step,
an incoherent averaging scheme is adopted. Assuming a
coordinate-independent resonance width∆a, the excited state
decays exponentially and observables are given by

wherew(τR) is an exponential weight function. In practice,
eq 95 is evaluated as a sum overM′ residence timesτRi,
chosen from an appropriate interval.

For coordinate-independent electronic quenching, Gad-
zuk’s algorithm is rigorously equivalent to the open-system
density matrix approach, because it turns out to be a special
variant of the MCWP method with the averaging (eq 53). A
numerical proof of this statement was given in ref 182, and
an analytical one was given in refs 183 and 184. In refs 183
and 184, it was also shown how to generalize the algorithm
to coordinate-dependent quenching. This is useful, because
the jumping wave packet method is much more efficient than
the ordinary MCWP scheme, i.e.,M′ , M. In the coordinate-
dependent case, the modified Gadzuk scheme involves
propagation of wave packets under the influence of the non-
Hermitean Hamiltonian (eq 88) to obtain weightswi, which
replace the exponential weights in a discrete version of eq
95.

Semiclassical Surface Hopping.The same effective
excited-state potential and jumps are also characteristic of a
semiclassical surface hopping method, which was recently
suggested by Gross and co-workers for DIET.185-187 In
general, surface hopping is an approximate method to treat
multidimensional, nonadiabatic dynamics,188-190where nuclei
are treated classically and electrons are treated quantum
mechanically. It was also used for nonadiabatic molecule-
surface scattering,191,192 and it has been generalized to
situations with continua.193

In the application to DIET, the totalelectronic wave
function Φ is expanded as185,193

where |n〉 ) Ψn is the explicitly considered excited state
that depends, as usual, on electron and, parametrically, on
the nuclear coordinates.æ is a collective wave function for
the molecular ground state|g〉 plus the continuum of substrate
excitations|k〉. The equation of motion for the electrons is

whereĤr ) T̂r + Vrr + VrR is the electronic Hamiltonian in
which nuclei are treated classically; that is,R ) R(t). The
classical trajectories are obtained from Ehrenfest forces
according to

whereψocc is the currently populated electronic state. On
which surface the nuclei are currently travelling is regulated
by the fewest switching algorithm.190,193To avoid the explicit
inclusion of continuum states, Gross and co-workers intro-
duced an effective, non-Hermitean Hamiltonian.194 The

∂

∂t (F̂a F̂ag

F̂ga F̂g
)) - i

p [(Ĥa Ṽag

Ṽga Ĥg
), (F̂a F̂ag

F̂ga F̂g
)] +

∂

∂t (F̂a F̂ag

F̂ga F̂g
)

env
(90)

Wafg
el )

∆a

p
(91)

∂

∂t (F̂a F̂ag

F̂ga Fg
)

env,1
) -Wafg

el (F̂a
F̂ag

2
F̂ga

2
-F̂a) (92)

Ĉ1
el ) xWafg

el |g〉 〈a| (93)

|ψ(t;τR)〉 )

exp{-
iĤg(t - τR)

p } |g〉 〈a| exp{-
iĤaτR

p } |a〉 〈g|φ0
g〉

(94)

〈Â〉(t) ) 1
τel

∫0

∞
e-τR/τel A(t;τR) dτR ) ∫0

∞
w(τR) A(t;τR) dτR

(95)

Φ(r, R, t) ) ∑
n

cn(t) Ψn(r, R) + æ(r, R, t) (96)

ip
∂Φ(r, R, t)

∂t
) Ĥr[r, R(t)] Φ(r, R, t) (97)

m
d2R

dt2
) - 3R [VRR+

〈ψocc | Ĥr| ψocc〉
〈ψocc|ψocc〉 ] (98)
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quantum mechanical treatment of electrons involves, in a
diabatic representation (see below), solution of a time-
dependent Schro¨dinger equation,

for the coefficients, which give throughPn(t) ) |cn(t)|2 the
occupation probability of state|n〉 at time t. The coupling
terms in eq 99 are matrix elements in the electronic basis,

Here,Veff(r, R) is an effective potential (also containing the
internuclear repulsionVRR,185-187 and ∆(r, R) accounts for
the coupling to the continuum. The diagonal elements
Vnn(R) ) Vn(R) correspond to potential curves of excited
states|n〉, and∆nn(R) ) ∆n is the corresponding resonance
width. In the Newns-Anderson model, it would be calcu-
lated from eq 74. All of these matrix elements depend on
time through the classical trajectoriesR(t) of the nuclei. With
only one excited state,|a〉, explicitly considered the force in
eq 98, is just the derivative of potential curveVa. In the dissi-
pative surface hopping method,185 it is also assumed that after
a jump the system loses all of its energy; that is, only a single
jump (to the ground state) occurs per trajectory. Averaging
over many trajectories gives, if∆a ) const., an exponential
decay of the population of|a〉 with a lifetimeτel ) p/∆a. In
essence, this corresponds to the Gadzuk hopping scheme,
however, with classical nuclei. While multidimensional DIET
is difficult to treat with quantum nuclei, this restriction does
not apply to the semiclassical surface hopping method.

Coupled Electron-Nuclear Models.If the restriction of
classically moving nuclei is relaxed, one ends up with fully
quantum mechanical, coupled electron-nuclear models.
Holloway and co-workers195 have introduced such a model
for DIET some time ago. In their approach, one solves a
time-dependent Schro¨dinger equation

for the total, electron-nuclear wave functionΨtot(r, R, t).
T̂r and T̂R are again kinetic energy operators for electrons
and nuclei, andV(r, R) ) Vrr + VrR + VRR contains all
potential terms. In ref 195, the model was applied to
photodesorption of NO from a Pt surface, with one electronic
(r ) x) and one nuclear (R ) Z) degree of freedom.V(x, Z)
was chosen as a suitable model potential. As initial states,
Ψtot(x, Z, 0) ) g(x) φn(Z) products made of a Gaussian
electronic wave packet moving toward the surface and a
bound NO vibrational stateφn(Z) were taken. The solution
of eq 102 then gives desorption probabilities, for example,
with all non-Born-Oppenheimer couplings accounted for.

Apart from the fact that it is not clear how to construct
V(x, Z), the method is also numerically costly since both the
light electrons and the heavy nuclei have to be propagated
on a grid. Furthermore, the laser-excitation step was ne-
glected. Some of these drawbacks can be overcome by
expanding the total wave function as

Here, the Ψn are again the electronic wave functions
depending parametrically onR, andψn(R, t) is the nuclear
wave function on state|n〉. There are various possibilities of
how to choose the electronic basis functionsΨn(r, R). In an
adiabatic representation,Ψn ) Ψn

a is evaluated from the
eigenvalue equation

for each parameter valueR. This results in a coupled time-
dependent Schro¨dinger equation for the nuclei, which is
written in the form

Here, the superscript “a” stands for “adiabatic”. The adiabatic
potential matrixVa is diagonal with elementsVnm

a (R) )
〈Ψn |V(r, R)| Ψm〉r ) δnm Vn

a(R), where Vn
a are adiabatic

potential curves. The kinetic coupling matrix elementsK̂nm
a

contain the well-known first- and second-order derivative
couplings, in a 1D model (R ) q), given by

In eq 105, dipole coupling to an external field is included
through dipole matrix elementsµnm

a ) 〈Ψn
a |µ̂(r, R)| Ψm

a 〉r in
adiabatic representation.

Another representation, which avoids singular behavior of
the Knm

a at avoided crossings of potential curves, is the
diabatic representation. Here, a reference geometryR0 for
the nuclei is chosen and the eigenvalue equation

is solved. This results in a coupled time-dependent Schro¨-
dinger equation for the nuclei in diabatic representation (for
which I use no superscript)

Now, the potential matrix, with elementsVnm ) 〈Ψn |V(r,
R)| Ψm〉r is full, while K̂nm ) T̂R δnm is diagonal. Furthermore,
the dipole matrix is different in the diabatic representation
from the adiabatic one. Different choices of the reference
geometryR0 constitute different diabatic representations.

In quantum chemistry, one first solves the electronic
Schrödinger eq 107 to obtain adiabatic potentials and
electronic wave functions. If in addition the kinetic coupling
operators are known, it is straightforward to transform to
the diabatic picture.196-198

I mention that the diabatization scheme of above with a
specific choice R0 is only one of many other, more
sophisticated possibilities. The reader is referred to ref 199
for an overview.

The diabatic Schro¨dinger eq 108 is equivalent to the
multistate model of eq 87, where, however, a few additional
approximations had been made. It is also equivalent to eq

ip
dcn(t)

dt
) ∑

m

cm (Vnm -
i

2
∆nm) (99)

Vnm[R(t)] ) 〈Ψn| T̂r + Veff|Ψm〉r (100)

∆nm[R(t)] ) 〈Ψn |∆| Ψm〉r (101)

ip
∂Ψtot(r, R, t)

∂t
) [T̂R + T̂r + V(r, R)]Ψtot(r, R, t) (102)

Ψtot(r, R, t) ) ∑
n

Ψn(r, R) ψn(R, t) (103)

[T̂r + V(r, R)]Ψn
a(r, R) ) Vn

a(R) Ψn
a(r, R) (104)

ip
∂ψn

a(r, t)

∂t
) ∑

m

[K̂nm
a + Vnm

a - µnm
a E(t)] ψm

a (r, t) (105)

K̂nm
a ) - p2

2mq
[〈Ψn

a| d2Ψm
a

dq2 〉 + 2〈Ψn
a| dΨm

a

dq 〉 d
dq] (106)

[T̂r + V(r;R0)] Ψn(r;R0) ) Vn(R0) Ψn(r;R0) (107)

ip
∂ψn(r, t)

∂t
) ∑

m

[K̂nm + Vnm - µnm E(t)] ψm(r, t) (108)
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102. Finally, close connections to the surface hopping method
exist. As emphasized above, however, eq 87 cannot be solved
efficiently because too many metal states|k〉 would be needed
to converge the expansion eq 103. To improve on this, in
ref 200, a special diabatic representation has been suggested,
called the “extended close coupling” scheme. In this scheme,
diabatic states are generated from a set of various reference
pointsR0i, rather than from as single one, and orthogonalized
to each other. In this way, rather thick metal films represent-
ing a Pt surface could be treated efficiently, with a converged
number of metal electronic states. In this work also, the
substrate-mediated excitation was considered, however, as
“regular” dipole transitions between metal states, which are
then non-Born-Oppenheimer coupled to a resonance state,
|a〉.

The just mentioned coupled wave packet model (in
diabatic representation) combines various pictures that have
been used in the literature for DIET from metals. In Figure
7, I illustrate these pictures, for the example of NO desorbing

from a Pt film.200 The three panels correspond to the coupled
multistate model (panel b), which emphasizes nuclear motion,
to what one might call the “effective electron potential”
model (panel a), where the electron motion is central, ands
as a synthesis of the twosthe combined electron-nuclear
model of Holloway et al. (panel c).

2.3.3. Processes Related to DIET
As mentioned earlier, other processes involving “sudden”

transitions to excited states can be handled with the same
formalism as DIET. In particular, the wave packet hopping
scheme of Gadzuk was used for STM-induced desorption
in the “above threshold” regime39,40,201-203 and for ESD.204-206

I will return to some of these later.
Furthermore, reduced density matrices in a vibrational state

representation were propagated to describe nonadiabatic,
STM-induced isomerizations in double-well situations, where

both electronic and vibrational relaxation were con-
sidered by a dissipative LiouvillianL D

vib + L D
el of Lindblad

form.207,208

2.3.4. DIMET from Metal Surfaces
Nonadiabatic Density Matrix Models.When intense FLs

are used for photodesorption, the singular excitation-
deexcitation model is no longer adequate due to possible
reexcitationssThis is the DIMET limit. In the two-state
density matrix theory, the hot-electron, substrate-mediated
excitation can be modeled with an additional term in
eq 90:180,181

In DIMET, the initial condition isF̂0 ) |g〉 〈g| X |φ0
g〉 〈φ0

g|
for T ) 0 initially. Furthermore,

is an explicitely time-dependent upward rate that obeys
detailed balance. Equation 109 corresponds to a Lindblad
operator

In the case of purely substrate-mediated photoexcitation, eq
109 is the only way to transfer population from|g〉 to |a〉.
Direct excitation can enter the Hamiltonian matrixH
through dipole-coupling terms. Again, vibrational relaxation
can be included.117

From a numerical point of view, the direct propagation of
density matrices on a grid is costly and therefore limited to
one or two system degrees of freedom when “standard
methods” are used.89,209,210 With MCWP methods and its
special variant, the jumping wave packet method, DIET
processes with up to four dimensions were treated so fars
See below. The MCWP or related methods can also be used
for DIMET, as demonstrated in refs 182, 184, and 211. For
DIMET, however, these methods are much more involved
and have not been used in more than two dimensions so far.
Nevertheless, stochastic wave packet methods are potentially
suited to treat multidimensional DIMET and so are multi-
configurational approaches.91,212

Other Excitation-Deexcitation Models.This promise
holds also true for other excitation-deexcitation algorithms,
e.g., semiclassical surface hopping,185 and for jumping wave
packet methods based on time-dependent perturbation theory.213

The latter has been used for DIMET and related nonadiabatic
processes, in more than one dimension.213

Comparison of Friction and Excitation-Deexcitation
Models. Note that the “strongly nonadiabatic” excitation-
deexcitation models of this section are somewhat different
from the “weakly nonadiabatic” electronic friction models
of section 2.2. In particular, there is no desorption according
to the latter if there is no vibrational relaxation of the
molecule-surface bond by coupling to electron-hole pairs.
This arises from the basic and sensible assumption that the
very same physical mechanism is responsible for relaxation
and hot-electron-induced vibrational heating and desorption.

Figure 7. DIET of a NO molecule from a Pt metal film, about 30
a0 thick. Illustrated are the three “pictures” referred to in the text,
derived from the model potentialV(x, Z) of ref 195, which is shown
in panel c (in the surface region as a contour plot, with the lowest
contour at-0.2 Eh, and an increment of 0.05Eh). Panel b gives a
1D potential cut along the electron coordinatex for a fixed value
of Z ) Z0, whereZ0 is the equilibrium distance of NO from Pt.
Also indicated are the electron densities|Ψi(x; Z0)|2 of the six
bound, diabatic electronic wave functions. In panel c, I show the
corresponding six potential energy curves (in this case, in the
adiabatic representation), i.e.,Vi

a(Z). The laser-driven coupled
nuclear and electron dynamics is indicated by arrows; according
to ref 200.

∂

∂t (F̂a F̂ag

F̂ga F̂g
)

env,2
) Wgfa

el (t) (F̂g -
F̂ag

2

-
F̂ga

2
-F̂g ) (109)

Wgfa
el (t) ) Wafg

el exp{-
Va - Vg

kBTel(t) } (110)

Ĉ2
el ) Wgfa

el (t) |a〉 〈g| (111)
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As a consequence, the time scale of desorption is determined
by the electronic friction coefficient,tdes ∼ ηel

-1 ∼ several
picoseconds.

In the excitation-deexcitation models, on the other hand,
FLD is a result of repeated excitation-deexcitation cycles
between ground and excited electronic states.23,180,181,214Now,
the time scale for desorption is determined by the rise time
of Tel(t), i.e., typically a few hundred femtoseconds (see
Figure 5b). This is shorter than suggested by the electronic
friction scenarios. The predicted, faster desorption is the
reason that at least in single-pulse DIMET, vibrational
relaxation is considered (and found) less important when
excitation-deexcitation models are used.117 For FLD of CO
from copper, a time scale of<325 fs has been found by
SHG pump-probe experiments.28 This is shorter than
predicted by the frictional models, a shortcoming of the latter
that had been realized some time ago.28,145

Furthermore, for a system like NO/Pt where a negative
ion resonance is believed to be the relevant excited state|a〉,
the adsorbate is expected accelerate toward the surface after
excitation, due to image charge attraction (see below). This
model would also explain, through the temporary elongation
of the NO bond in the anion state, the observed, relatively
high vibrational excitation of the desorbing molecules.21,22

These and other dynamical details follow from the topology
of the excited state potential and are nicely reproduced by
the excitation-deexcitation models. In contrast, friction
models reflect the ground-state topology only, at least in their
present form.

3. Potential Energy Surfaces (PESs)

3.1. First-Principle Calculations
The first-principle calculation of ground- and excited-state

potentials is a formidable task. This is particularly so for
metal surfaces, where it is safe to say that not even reliable
methods exist for accurate excited-state calculations.

Without going into details, and also leaving problematic
cases aside, I note that ground state PESs for single atoms
and for diatomic molecules interacting with ideal, low-index
metal surfaces can now be calculated with reasonable
accuracy. The most frequently adopted methodology here is
periodic DFT215,216in two-dimensional (2D) slab217 or three-
dimensional (3D) supercell geometries,218 employing plane
wave bases, (ultrasoft) pseudopotentials, and gradient-
corrected exchange-correlation functionals.219,220Still there
are not so many examples where full-dimensional PESs have
been generated in this way, fitted to analytic forms, and used
for dynamics. In this context, “full-dimensional” means that
the solid is still considered rigid; that is, an atom experiences
a 3D and a diatomic molecule a six-dimensional (6D) PES.
For atoms (hydrogen), an incomplete list of examples is H
on Ni(111), Ni(100), Ni(110),221 Pd(111),222,223 Pd(100),
Pd(110),223 NiAl(110),224 and Cu(111).225 If surface motion
is to be included, semiempirical potentials based on DFT
such as EMT (effective medium theory)226,227 and EAM
(embedded atom method)228 are useful. For diatomic mol-
ecules, an analogous list is H2/Pd(100),229,230 H2/Cu-
(100),231,232H2/Pt(111),233,234H2/Pd(111),235 H2/Ru(0001),236

N2/Ru(0001),237 and O2/Al(111).238

There are fewer investigations of global PES of small
molecules interacting with insulator and semiconductor
surfaces. One additional complication here is that surface
reconstruction is the rule rather than the exception. For these

surfaces, one often uses a local approach, i.e., a cluster
instead of a periodic model. The cluster model has the
advantage of being suitable also for excited-state calculations,
since all of the powerful techniques of quantum chemistry
designed for this purpose can be used.199,239-241 On the other
hand, the results do depend on the size and the shape of the
chosen cluster. For ionic species, care must be taken to
properly embed the cluster in a point charge field and/or
polarizable environment. Semiconductor clusters should be
covered at their boundaries with hydrogens to saturate
artificial dangling bonds. For metals, the cluster ansatz is
very problematic,217,242 unless special embedding schemes
are adopted.243-248

The situation is even more difficult forexcitedstates.
Configuration interaction (CI) and multiconfiguration self-
consistent field (MCSCF) techniques239,249-254 can be used
for adsorbates on ionic and semiconductor surfaces. Mean-
while, also TD-DFT methods255 are being used for the same
purpose.254 Even for oxide surfaces, the density of excited
states can be very large,249 and a multitude of different types
of excitations may be located in the relevant energy region,
e.g., metal-to-ligand, metal-to-oxygen, ligand-to-ligand ex-
citations, etc. Furthermore, the energetic location of excited
states is sensitive to details of the embedding scheme. The
complexity of the problem results in high computational cost,
which is why, to the best of my knowledge, no full-
dimensional excited-state potential for a molecule on a
surface has been presented to date. Reduced-dimensionality
models, however, do exist. Apart from several 1D examples,
which will be described below, up to four-dimensional (4D)
PESs for selected excited states of diatomic molecules on
oxide surfaces were computed ab initio. Example systems
are NO/NiO(100)249,256and CO/Cr2O3(0001),257,258which will
also be considered below.

The calculation of molecular excited states on metal
surfaces is especially tricky because of the continuum of
metal excitations, into which they are embedded. A brute-
force way is to employ clusters, which are then treated with
standard quantum chemistry methods. An early example is
the calculation of excited states of CO and NO at Pt(111)
along the desorption coordinate,Z in ref 259 (and for NO-
Pt also ref 260), where small clusters were employed. In
particular, SDCI (CI with singles and doubles excitations
included) was used for “clusters” Pt-NO and Pt-CO. The
photochemistry of Pt/CO was also studied in ref 261 with
Pt2-CO clusters and similar methods.

Presently, the CI techniques for calculation of excited
states are being extended to much larger clusters and to the
multireference regime. In refs 262-264, CI and MRCI
schemes were applied to N2/Pt64, CO/Pt97, and H2CO/Ag97.
Various adsorbate excited states, among them electron
attachment states, were determined. This was achieved by
using a “shell type” model. Only for the metal atoms closest
to the adsorbate, a good basis (withd functions) was used,
while more distant metal atoms were treated on a lower level,
for example, as one-electron atoms. By a localization
procedure, the atomic orbitals were transformed to a localized
MO basis and classified as “confined to the adsorption site”
or “remote”. Only the adsorbate-like localized MOs were
selected for the CI calculations. In this way, one finds, for
example, for N2/Pt64, a negative ion state about 4.2 eV
vertically above the ground state, which corresponds to an
electron transferred from the metal to a 2π* orbital of N2.262

This excited state is bound and shifted toward the surface,
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in qualitative agreement with the Antoniewicz model to be
discussed below.

Time-dependent DFT is another method for excited states
of large systems. The method was recently applied to CO
adsorbed on Ni(111)265 and Pt(111).266 Cluster models were
used for this, in ref 266 with up to 22 Pt atoms, and the
excitation space was reduced to single excitations.

Also, for metals, embedded cluster calculations forexcited
adsorbate states have been suggested. For example, a small
adsorbate-substrate complex can be treated with the ma-
chinery of excited-state quantum chemistry, and the metallic
environment can be treated by periodic DFT.267 In ref 267,
the vertical excitation energy for an internal 5σ f 2π*
excitation with CO adsorbed on a Pd(111) surface was
accurately determined by CASSCF and CI type calculations
“embedded in periodic DFT”. Generally, there is a great
many possibilities of how this metallic embedding can be
done.243A take-home message is that the embedding is hardly
ever free of unambiguities. Furthermore, in all models above,
excited states are treated as stationary states, rather than
resonances.

Finally, when it comes to larger, e.g., organic molecules
on surfaces, little is known from the first principles world,
in particular about excited states. Molecules as large as
benzene,40 or even bigger,268,269 on Si surfaces have been
studied with the help of cluster models and DFT. Typically,
hybrid functionals popular in quantum chemistry such as
B3LYP270 are used, together with atomic orbital bases, and
PESs are only computed along selected modes. Presently,
several groups are studying the adsorption of even larger
molecules on metal surfaces with periodic DFT codes;271,272

however, they are not aiming at global PESs. Excited states
have hardly ever been determined for these systems. Often,
a first guess for the relevant excited state is obtained by
attaching an electron (or hole) to the molecule, thus mimick-
ing a negative (positive) ion resonance.40

3.2. Model Potentials
Given the complexity of the electronic structure problem,

the use of model PESs has a rich tradition in theoretical
surface photochemistry. In particular, low-dimensional two-
state models are popular.

The two most prominent examples are the celebrated
Menzel-Gomer-Redhead (MGR),273,274and Antoniewicz275

models, respectively. In the first, an adsorbate resides in a
bound potential, e.g., a Morse potentialVg(Z), before being
transferred to a repulsive excited stateVa(Z), for example,
of anti-Morse form. As a result, the desorbing particle will
initially move outward in the MGR model.

In the second case, the excitation is to a bound excited
state, arising, for example, from the transfer of an electron
from the metal to a low-lying acceptor level of the adsorbate.
A protoypical example is NO/Pt, for which in a 1D model
an excited-state model214,276

has been suggested. Asymptotically, forZ f ∞, this potential
accounts for the energy difference between ionic and neutral
(ground) state, through a cost factorΦ (the work function
of the metal) and a gain factor EA (the electron affinity of
the molecule). Closer to the metal surface, the ionic state is
stabilized by image charge attraction, the last term in eq 112.

As a consequence, a photoexcited adsorbate moves initially
inward in the Antoniewicz model.

The negative ion state (eq 112) is a good candidate also
for an active resonance in STM experiments with positive
sample bias, where the lowest unoccupied molecular orbital
(LUMO) is temporarily populated and whereΦ is the work
function of the tip. In contrast, at negative sample bias, the
highest occupied molecular orbital (HOMO) is depopulated
and a positive ion resonance may dominate in IET.157 Of
course, “hole resonances” may also be operative in photo-
desorption. A model potential corresponding to eq 113 for
the positive resonance state would be

where IP- Φ is the energy needed to transfer an electron
from the molecule to the surface.

The two potential models, MGR and Antoniewicz, are
schematically illustrated in Figure 2b,c, respectively. Note
that in both models desorption will proceed in the ground
state if the excited state is short-lived. The situation in Figure
2b with the adsorbate desorbing in the excited state holds
only for long-lived excited states (vide infra).

The 1D MGR and Antoniewicz models have been ex-
tended in the dimensionality, the number, the character, and
the topology of the participating excited states. In particular,
for systems containing molecular oxygen, neutral O2, O2

-,
and O2

2- species are possible adspecies, and for each of them
(diabatic), PESs and model couplings have been suggested.
An example is O2/Pt(111).277 Similar models were developed
for other systems and processes (e.g., molecule-surface
scattering), for example, for O2/Al(111),278,279 and NO/Cs/
Ru.280 In these models, more than one degree of freedom
was considered, for example,r, the interatomic distance
within the diatomic molecule, andZ, the desorption coor-
dinate.

Also, the topology of the excited states was modeled in
various ways. Examples are 2D two-state models for NO/
Pt(111),281 two-mode two-state models for NH3/Pt(111)282-284

and NH3/Cu(111),285-289 three-mode two-state models for
NH3/Cu(111) and Cu(100),290 and up to seven-dimensional
PES for NO on NiO185 (six for the NO molecule in front of
the surface and one for a phonon mode). The parameters
and shape of these potentials were based either on limited
ab initio information or, as in most cases, on empirical data
and “educated guesses”.

4. Energy Transfer to the Substrate
The energy transfer from an adsorbate to the surface and

Vice Versa is central to photodesorption and similar pro-
cesses. In particular, the vibrational damping and the
quenching of electronically excited adsorbate states are
important.

4.1. Vibrational Relaxation

4.1.1. Mechanisms
The vibrational damping coefficientη, or energy relaxation

rate, of an adsorbate vibration is defined as in ref 291

whereτvib is the vibrational lifetime. TheWRfâ are temper-

Va(Z) ) Vg(Z) + Φ - EA - e2

4Z
(112)

Vp(Z) ) Vg(Z) - Φ + IP - e2

4Z
(113)

η ) W1f0 - W0f1 ) τvib
-1 (114)
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ature-dependent. This rate can experimentally be probed by
pump-probe spectroscopy and IR line width measurements.
It must be noted, however, that the line width is not solely
determined by energy relaxation but also by pure dephasing
and inhomogeneous broadening, which sometimes dominate.

The two most prominent mechanisms for vibrational
energy (and phase) relaxation at surfaces are vibration-
phonon and vibration-electron coupling, giving rise to
individual contributions toη

Note that in a FL experiment the phonon and electron rates
will generally depend on different temperatures,Tph andTel.

Vibrational lifetimes were measured for a variety of modes
and substrates. An interesting case is the internal stretch mode
of adsorbed CO, where vibrational lifetimes of∼4.3 ms,
∼2.3 ns, and∼3 ps were reported for NaCl(100),292,293

Si(100),294 and Cu(100)295 surfaces, respectivelyssee Table
1.

For both the insulator and the semiconductor surface,
relaxation by vibration-electron hole pair coupling is
inefficient, because the fundamental energy gap between
valence and conduction band is much larger than the
vibrational quantumpω0 of about 2100 cm-1. On the other
hand, this frequency is much higher than the Debye
frequency of a typical substrate of a few hundred cm-1.296

This makes also the direct energy transfer from the CO
vibration to the substrate phonons slow, resulting in com-
paratively long vibrational lifetimes. Long lifetimes are also
found for other high-frequency adsorbate modes on nonme-
tallic surfaces. An example is the Si-H stretch vibration of
the already mentioned H:Si(100)2× 1 surface, with a
lifetime in the nanosecond range.297 For CO/Cu(100), the
phononic decay channel is also inefficient. Nevertheless, a
short lifetime in the picosecond range is observed as a result
of the coupling of the CO mode to electron-hole pairs of
the metal.

In comparison to high-energy modes, low-frequency
adsorbate modes can behave quite differently. At metal
surfaces, vibration-electron coupling still often dominates.
However, if ω0 is smaller or only moderately larger than
the Debye frequency, one- and two-phonon relaxation can
become substantial in addition.298 An example is shown in
Table 2, listing theoretical electron and phonon contributions
to the lifetimes of all six CO modes of CO/Cu(100).140,299,300

In the following, some theory to treat vibrational relaxation
by vibration-phonon and by vibration-electron coupling
will be reviewed separately.

4.1.2. Vibration−Phonon Coupling
Vibrational relaxation of adsorbates by coupling to sub-

strate phonons is the dominant damping channel for insulator

and semiconductor surfaces and, in some cases, also of low-
frequency adsorbate modes at metal surfaces.298

Formalism. Conceptually, the most straightforward way
to treat vibrational energy relaxation by vibration-phonon
coupling is to excite the mode locally and follow its
subsequent fate with MD. This can be done by explicit cluster
or periodic models for the vibrating surface or within a
system-bath concept by using a Redfield type relaxation
theory301 or a generalized Langevin model.302 MD requires
multidimensional force fields. “On the fly” first principle
MD such as Car Parrinello303 avoid this problem but are
costly, and quantum effects are still missing. A full quantum
simulation, on the other hand, is limited to low-dimensional
models. Even MCTDH, when applied to favorable “system
plus harmonic bath” problems, is restricted presently to about
100 surface oscillators.88 Semiclassical methods of various
kinds are promising.304-307 Finally, if the lifetimes are long,
real-time dynamics is impractical.

On the other hand, vibration-phonon coupling is often
weak, which makes this problem ideal for perturbation
theory. One then typically starts with a system-bath Hamil-
tonian of the form of eq 29, whereĤs describes the adsorbate
(the system),Ĥb the substrate phonons, mostly treated
harmonic, andĤsb is the mechanical coupling between the
two. If only a single adsorbate mode,q, is of interest, a
suitable Hamiltonian is, withQk denoting normal mode
coordinates of the substrate,

Here, bk and bk
† are annihilation and creation operators of

theN harmonic bath vibrations with frequenciesωk. The third
and later terms in eq 116 are system-bath couplings, which
account for one-, two-, three-, etc. “phonon” processes, and
fk(q), gkl(q), hklm(q), etc. are the corresponding coupling
functions. In eq 116, the frequenciesωk and normal modes
Qk may be obtained from normal-mode analysis of a large
cluster. The coupling functions can be obtained from the total
potential, by Taylor expansion, from derivatives ofV with
respect to the normal coordinates, at the equilibrium positions

η ) ηph + ηel ) τvib
ph-1 + τvib

el-1 (115)

Table 1. Experimental Vibrational Lifetimes τvib for the CO (W )
1) Stretch Mode on Various Surfacesa

surface NaCl(100) Si(100) Cu(100)

CO frequency (cm-1) 2107 2081 2086
Debye frequency (cm-1) 220 520 240
lifetime τvib 4.3 ms 2.3( 0.5 ns 3( 1 ps
comments 13C16O, 22 K 100 K 300 K
refs 292, 296 294 295, 296

a The vibrational frequency of CO and the Debye frequencies are
also given.

Table 2. Theoretical Vibrational Lifetimes τvib (in ps) for
Various (Schematically Sketched) Modes of CO/Cu(100) atT )
0 K300 and T ) 300 K140 a

a Also, some experimental values are given as cited in ref 300.

Ĥ ) Ĥs(q) + ∑
k)1

N

pωkbk
†bk + ∑

k

N

fk(q) Qk +

∑
k,l

N

gkl(q) Qk Ql + ∑
k,l,m

N

hklm(q) Qk Ql Qm + ‚ ‚ ‚ (116)
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Q10, ..., QN0. Still, eq 116 is a model Hamiltonian that
neglects, for example, frequency shifts in the bath as a
function ofq. It also treats the bath modes as local vibrations,
rather than real phonons with wavevector and polarization.
This feature, however, can easily be implemented.298

In an even simpler variant of eq 116, (i) only one-phonon
processes are considered, (ii) the system is also treated
harmonic (with system frequencyω0), and (iii) the coupling
functions fk(q) are linearized. This is the harmonic-linear
model mentioned in section 2.1.6, with Hamiltonian

Here,a† and a are the harmonic creation and annihilation
operatorsa† anda of eqs 42 and 40. Equation 117 is of the
linear coupling form of eq 44. If the coupling constantsλk

are not known, one frequently uses a single coupling
constant,λ, instead, which empirically accounts for an
average system-bath coupling strength.

According to Fermi’s Golden Rule, transition rates be-
tween V ) 1 and V ) 0 of the adsorbate vibration are
calculated generally from

where|i〉 and|f〉 are initial and final bath states andεi andεf

are the corresponding energies. Furthermore,wi(T) and 1-
wf(T) are the probabilities that these states are occupied and
empty, respectively, at temperatureT.

Specializing to vibration-phonon coupling, atT ) 0, the
transition rates betweenV ) 1 andV ) 0 for one- and two-
phonon processes are

with 0k and 1k denoting bath oscillatork in its ground or
first excited state, respectively. Extensions to three- and
higher-phonon contributions are straightforward. From the
above expressions, it is an easy matter to integrate out the
harmonic bath. Theδ functions can be approximated, for
example, by Lorentzians. Alternatively, one can rewrite them
as phonon densities of states298 or as spectral densities.308,309

For the density of states, if not calculated, common models
such as the Debye model are frequently adopted. At finite
temperature, upward rates come into play and upward and
downward rates are related by detailed balance, as in eq 26.

In the harmonic, bilinear coupling model eq 117, one
obtains for generalR f â vibrational transitions atT ) 0,
the rates

This is, as mentioned earlier, the strict selection rule∆V )
-1 with a relaxation rate proportional to the quantum number
R of the decaying state. The rateW1f0, equivalent toηph at

T ) 0, is given with the model eqs 117 and 119 by

Here,Mk is the mass of the lattice normal modek. Note that
eq 121 predicts a clear isotope effect, with largerm causing
shorter lifetimes. At finite temperature, the same modifica-
tions apply as above.

Applications. The above and related formalisms have been
applied to a variety of systems. In a number of papers, the
decay of the Si-H stretch mode at hydrogen-covered silicon
surfaces was investigated by perturbation theory. The
experimental lifetime of the first excited Si-H stretch
vibration of H:Si(100)2× 1 atT ) 300 K isτvib ∼ 1.2 ns297

and increases with decreasing temperature to several ns. For
D:Si(100)2× 1, the lifetime is much shorter,τvib(D) ∼ 250
ps at room temperature. The H:Si(111)1× 1 surface be-
haves similarly, withτvib(H) ∼ 950 ps at room temperature.

In refs 36 and 37, the relaxation of the Si-H vibration
was treated within a 1D harmonic-oscillator model, with the
lifetime at T ) 0 entering as an empirical parameter. The
only coordinate explicitely considered was the Si-H dis-
tance,r. Because the Si-H stretching mode has a frequency
of about 2100 cm-1 while the Debye frequency is∼ 520
cm-1, a multiphonon mechanism must be at work. In refs
37 and 297, a relaxation by emission of three Si-H bending
vibrations (with about 630 cm-1 each), plus one bulk Si
phonon, was proposed. For this four-“phonon” process, a
fourth-order, temperature-dependent variant of the equations
above was used, leading to

wherenB,k :) nB(T, pωk) is the Bose-Einstein occupation
for bath modek as defined in eq 70 andAklmn contains,
formally, the transition matrix elements. Because of the four
temperature factors, a strong temperature dependence of the
decay rate was predicted; accordingly, the vibrational lifetime
would decrease fromT ) 300 K to T ) 100 K by a factor
of about 2, in agreement with experiment.297 The shorter
lifetime of the D-Si stretch mode is due to the smaller
mismatch of the Si-D frequency with the bulk frequencies.

Sun et al. had earlier calculated the vibrational lifetime of
the Si-H stretch mode for H-covered Si(111) and Si(110)
surfaces using Bloch-Redfield relaxation theory.301,310 In
their model, the vibration-phonon coupling was again
assumed to be linear, and the relaxation rate evaluated as

The force-force correlation function appearing under the
integral was evaluated classically, using a parametrized force
field. This approach thus utilizes aspects from perturbation
theory and from classical MD. For hydrogen-covered
Si(111), a vibrational lifetime ofτvib(H) ∼ 1.7 ns was found
in this way.

Similarly, in refs 311 and 312, a semiempirical bond-order
potential313-315 was used to provide “absolute” rates for
H:Si(100)2× 1. As a new aspect, two modes were treated

Ĥ ) pω0 a†a + ∑
k)1

N

pωk bk
† bk + ∑

k

λk q Qk (117)

W1f0 )
2π

p
∑

i
∑

f

wi(T) [1 - wf(T)] |〈0, f |Ĥsb| 1, i〉|2 ×
δ(εf - εi - pω0) (118)

W1f0
(1) )

2π

p2
∑

k

|〈0, 1k |fk(q)Qk| 1, 0k〉|2 δ(ω0 - ωk)

W1f0
(2) )

2π

p2
∑
k,l

|〈0, 1k, 1l |gkl(q) Qk Ql| 1, 0k, 0l〉|2 ×

δ(ω0 - ωk - ωl) (119)

WRfâ ) δR,â+1 R W1f0 (120)

W1f0 )
π

2mω0
∑

k

λk
2

Mk ωk

δ(ω0 - ωk) (121)

W1f0 )

∑
k,l,m,n

Aklmn(nB,k + 1) (nB,l + 1) (nB,m + 1) (nB,n + 1) ×
δ(ω0 - ωk - ωl - ωm - ωn) (122)

τvib
-1∝ |〈0 |r| 1〉|2 ∫-∞

+∞
e-iω0t 〈δF(0)|δF(t)〉classdt (123)
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nonperturbatively, namely, ther mode and the Si-Si-H
bending along the bending angle,φ. The system modes were
treated as anharmonic and nonlinearly (in the system
coordinates) coupled to harmonic surface oscillators. The
latter were obtained from a normal-mode analysis of
medium-sized clusters. Because the bending was treated
nonperturbatively, a lower-order description could be used
for the phonon bath: So far, one- and two-phonon contribu-
tions were considered.

A lifetime for the stretching mode of H:Si(100) of about
1.5 ns was found at room temperature,311,312which increases
with decreasing temperature, both findings in reasonable
agreement with experiment. Also, higher excited vibrations
V > 1 and the vibrational relaxation of the bending mode
were considered. It was found that, in particular for the
bending mode, the decay rates increase approximately
according to the simple scaling law (eq 120) with vibrational
quantum number. In Figure 8, I show a representative cluster

used for normal-mode analysis, along with the lifetimes of
the first three excited levels of the Si-H stretch mode. It
was also predicted that the Si-H bending mode decays on
a picosecond time scale, i.e., by 3 orders of magnitude faster
than the stretching modes. Becauseωφ ∼ 630 cm-1, two
phonons are required to achieve this.

Similar short lifetimes were found for the C-H stretching
modes of H-terminated diamond surfaces.316,317For example,
for H:C(100), a vibrational lifetime as short as 0.8 ps was
predicted, which is due to a 1:2 resonance.317

Efficient vibration-phonon coupling should also be able
to compete with electronic damping, for low-frequency
adsorbates modes, even at metal surfaces. For example,
Persson suggested298 that the Ni-CO vibration of
CO/Ni(100) decays dominantly by such a mechanism.

Accordingly, the vibration ofpω0 ∼ 400 cm-1 emits two
phonons (the Debye frequency of Ni is∼300 cm-1), thereby
decaying on a sub-picosecond time scale. This finding is in
accord with experimental IR absorption line widths.318

If few-phonon decay is not possible, the vibrational
lifetime can become very long. This is the case for
CO/NaCl(100), where, to relax the CO stretch quantum of
2100 cm-1, at least seven phonons are needed.308,309 Tully
and co-workers modeled these high-order phonon processes
by perturbation theory. They employed an overall coupling
constantλ to reproduce the 4.3 ms decay of the fluorescence
signal obtained in experiment.292 Moreover, vibrational
energy pooling was modeled in refs 308 and 309 for this
system; that is, the occurrence of CO molecules excited up
to as high asV ) 15 after the CO bond had been pumped
with IR photons. The energy pooling is due to lateral
vibrational energy exchange of the type CO(1)+ CO(1)f
CO(2) + CO(0).

In this context, it should be noted that also in other systems
lateral energy transfer can become very efficient in com-
parison to vertical energy loss. An example is the possible
Förster transfer of a localized Si-H vibrational quantum to
a laterally propagating band of Si-H phonons in H:Si(111).37

4.1.3. Vibration−Electron Coupling
Formalism. Vibrational damping due to coupling to

electron-hole pairs can also be treated perturbatively. The
key is again eq 118, where|i〉 and |f〉 are now initial and
final electronicstates, with energiesεi andεf. Furthermore,

is the probability, according to a Fermi-Dirac distribution,
that |i〉 is occupied at temperatureT, with µ ≈ EF being the
chemical potential. Similarly, 1- w(εf) ) 1 - f (εf - µ) is
the probability that|f〉 is empty.

Using an electron-vibration Hamiltonian eq 65, and for
the electronic part a Newns-Anderson Hamiltonian analo-
gous to eq 66, the electronic states entering eq 118 are|a〉
and|k〉. Furthermore, for the coupling operator, one may take
Ĥsb ) Ĥes, whereĤes is a linear coupling operator of the
form eq 67.

Precisely within this model, Persson and Persson319 derived
approximate expressions for the vibrational damping rate.
If an adsorbate vibrates alongq aroundq ) 0, the adsorbate
resonance close to the Fermi energy,|a〉 in eq 66, will move
up and down energetically and therefore be temporarily
occupied. For low-amplitude motion, the adsorbate level can
be expanded as

aroundq ) 0. Using this and several further approximations,
Persson and Persson319 have shown that the Golden Rule
gives, atT ) 0, a vibrational damping rate

Here,Fa(εF) is the local density of states at the Fermi level,
which can be approximated by a Lorentzian, analogous to
eq 72. Comparing eqs 126 with 73, one notes that both

Figure 8. Vibrational relaxation of the Si-H stretch mode of H:Si-
(100)2× 1. Top: Cluster model comprised of 180 atoms. Bottom:
τvib(V) at T ) 0 K, as a function of excitation energy.V is the
vibrational quantum number of the Si-H stretch. See ref 312 for
details.

w(εi) ) f (εi - µ) ) [1 + exp{εi - µ
kBT }]-1

(124)

εa(q) ≈ εa(0) +
dεa

dq|
0

q (125)

ηel ) τvib
-1 ≈ 4πp

m (dε

dq|0)2 Fa
2(εF) (126)
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equations are identical if the coupling constantλ defined in
eq 67 is∝ (dεa/dq)|0.

Equation 126 can, under the further assumption that in eq
72 Λa and ∆a depend only weakly on energy, be written
as319

whereδna is the fluctuation of the occupation of acceptor
level |a〉 during one vibration. By estimating319 or calculat-
ing320 this charge fluctuation, therefore, one obtains a first
guess for the electronic friction coefficient. By this procedure
in ref 319, τvib ) 1.8 ps has been determined for the CO
stretch mode of CO/Cu(100), already in close agreement with
the experimental value of∼3 ps.295

This theory gives insight, but for reliable predictions, one
would like to have more quantitative expressions. In this
context, the theory of Tully and Head-Gordon is worthwhile
to mention, which is based on an ab initio quantum chemical
cluster model.140,299,300The starting point is again Fermi’s
Golden Rule (eq 118). The electronic initial and final bath
states|i〉 and|f〉 states are Born-Oppenheimer (i.e., adiabatic)
electronic wave functionsΨi(r;R) andΨf(r;R). Furthermore,
the coupling operatorĤsb is the kinetic energy operator of
the nuclei,Ĥsb ) T̂R. The matrix elements for the|1i, i〉 f
|0f, f〉 vibronic transition, atT ) 0, are

Here,φ1
i is the first excited vibrational state in electronic

statei and φ0
f is the vibrational ground state in electronic

statef. For a single nuclear modeR ) q and T̂q ) -(p2/
2mq) (d2/dq2), one obtains

The Tif
(1)(q) and Tif

(2)(q) are the first- and second-order
derivative couplings, which appeared in eq 106:

Now, one neglects eq 131 and approximatesTif
(1)(q) ≈

Tif
(1)(0). Furthermore, I assume that the molecular vibration

is harmonic and that all PESs are parallel, i.e.,〈φR
i | φâ

f 〉q )
δRâ. Finally, one approximates the ground-state electronic
wave functionΨ0 as a single Slater determinant, generated
from a Hartree-Fock cluster calculation, and the electroni-
cally excited statesΨn as singly excited determinants derived
thereof. The electronic excitation energies are (further)
approximated asεr - εn, where εn is the energy of an
occupied, andεr of an empty (“virtual”) orbital (Theεi values
are orbitals, not state energies now.) By this procedure, one
obtains a rate for transition fromV ) 1 toV ) 0 in the ground
state, by simultaneously exciting electrons from below the

Fermi level to levels above itssee Figure 9. The corresond-
ing rate is299

whereøi denotes a Hartree-Fock orbital. Furthermore, the
matrix element is a one-electron integral with (døi/dq)|0
denoting the derivative of orbitaløi at q ) 0. Head-Gordon
and Tully rewrote eq 132 in an LCAO-MO frame, ending
up, after a few additional approximations, with a trace
formula

Here,

where Hq is the first derivative of the Fock matrix with
respect to normal modeq, at q ) 0. Sq is the same for the
overlap matrix.EF is again the Fermi energy, andP(EF

() is
the local density of states just above (EF

+) and below (EF
-)

of the Fermi level, respectively. The latter can be calculated
from the coefficientsCµp of AO µ in MO p as

A few points are worth mentioning. (i) The formalism can
be extended to finite temperature as indicated above. The
transition rates obey then detailed balance. (ii) TheV ) 1
vibrational lifetime is the inverse ofηel and, according to eq
133, is proportional to the vibrational massmq. (iii) If only

ηel ) 2πω0 (δna)
2 (127)

〈1i, i |Ĥsb| 0f, f〉 ) 〈φ1
i |〈Ψi | T̂R| Ψf〉r |φ0

f 〉R (128)

〈1i, i |T̂R| 0f, f 〉 )

〈φ1
i |T(2)(q)| φ0

f 〉q + 2〈φ1
i |T(1)(q)| dφ0

f

dq 〉
q

(129)

Tif
(1)(q) ) - p2

2mq
〈Ψi |dΨf

dq 〉
r

(130)

Tif
(2)(q) ) - p2

2mq
〈Ψi |d2Ψf

dq2 〉
r

(131)

Figure 9. Vibrational relaxation by vibration-electron coupling.
Top three panels: Schematic illustration of possible adsorbate
modes,q, and deexcitation/excitation processes.∆ ) pω0 is the
energy of one vibrational quantum. Bottom: Largest cluster CO/
Cu14 used in ref 299.

ηel ) W1f0 )

πp
pω0

mq

∑
n∈occ

∑
r∈virt

|〈ør|døn

dq
|0〉|2 δ(εn - εr + pω0) (132)

ηel ) πp
mq

Tr{P(EF
-) Gq P(EF

+)Gq} (133)

Gq ) Hq - EF Sq (134)

P(E) ) ∑
p

Cp Cp
† δ(E - εp) (135)
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a single acceptor orbital of the adsorbate is important (e.g.,
the 2π* orbital of NO, CO, or N2), eq 133 reduces to299

in analogy to the Newns-Anderson form (eq 127). (iv)
Within the harmonic model, atT ) 0, the same scaling as
in eq 120 holds. (v) The same formalism can be applied for
an entire friction matrixη as needed, for example, for MD
with electronic friction (see eq 64), according to

where G̃q and G̃s contain now derivatives of energy and
overlap matrices with respect tomass-weightednormal mode
coordinates, e.g.,q̃ ) qxmq.

A similar approach, albeit in the framework of periodic
DFT, had earlier been taken by Hellsing and Persson.321

Accordingly, the electronic damping for an adsorbate mode
q can be derived, after additional approximations, from TD-
DFT,255 resulting in a Golden Rule type expression

The “additional approximations” consist mostly of the quasi-
static limit, i.e., the assumption of a slowly vibrating
adsorbate. In eq 138, theψµ andεµ are one-electron wave
functions and energies, derived from periodic DFT, and (∂V/
∂q) is the derivative of Kohn-Sham potential with respect
to q.

Applications. The cluster approach of Tully and Head-
Gordon has been applied, within Hartree-Fock theory, to
vibrational damping of CO/Cu(100).140,299,300Typical cluster
sizes were CO/Cu6, CO/Cu10, and CO/Cu14ssee Figure 9.

As can be seen from Table 2, the vibrational lifetimes for
the various modes range (atT ) 0) from 2 ps (frustrated
rotation) to about 100 ps (frustrated translation). In that table,
also considered are temperature effects and the fact that
vibration-phonon coupling will contribute to the total
lifetime. The latter was determined in ref 140 from MD with
electronic friction.

The periodic DFT approach of Persson and co-workers
was in first applications, used for atomic and molecular
vibrations relaxing at jellium metal surfaces.321 In more
modern applications, slab calculations were performed with
plane-wave basis sets, ultrasoft pseudopotentials, and GGAs.
Examples are refs 322-324, where the friction coefficient
ηel was calculated as a function of atom-surface distanceZ
for hydrogen and deuterium atoms at Cu(111).

The friction coefficients are useful for photodesorption but,
more generally, also for vibrational relaxation and for sticking
of adsorbates in gas-surface scattering.325,326They can also
be used for a first principles theory of “chemicurrents”,322

i.e., currents induced after electron-hole pair excitation by
atoms or molecules interacting with metal surfaces.327

In ref 143, the method was applied to calculate, in a two-
mode model, the friction matrix for associative desorption
of N2 from Ru(0001) surface. The experimental observation
here is that the desorbing molecules are vibrationally
surprisingly “cold”, which was speculated to be due to energy
loss by coupling of the NN vibrational mode, to electron-
hole pairs of the metal. Corresponding MD with electronic

friction calculations were carried out to test this hypothesis.
The two modes considered werer, the N-N distance, and
Z, the N2-surface distance in parallel orientation. While
electronic friction does account for some vibrational cooling,
the experiment could not fully be explained.

4.2. Electronic Relaxation
The relaxation of electronically excited adsorbates has a

strong influence on the desorption dynamics. The resonance
width ∆a plays a central role in all models of above. Again,
at T ) 0, the electronic lifetime of state|a〉 is given byτel )
p/∆a ) 1/Wafg

el , whereas at finite electronic temperature
one has

In most of the recent studies of laser-/electron-induced
desorption and similar surface reactions, the lifetimes of
adsorbate excited states are used as empirical parameters,
sometimes chosen to fit experimental data such as desorption
yields. In particular, for metal surfaces, for which the
adsorbate lifetimes are as short as femtoseconds, both time-
resolved measurements and quantum mechanical calculations
are still rare.

4.2.1. Excited Metal Bulk and Surface States (SSs)
In some contrast, the longer-lived excited electronic states

of bulk, “hot electrons”, or of excited electrons trapped in
SSs are relatively well-studied, both experimentally and
theoretically. The experimental method of choice here is
time-resolved two-photon-photoemission (TR-2PPE).328-331

In this two-pulse experiment, a first pulse excites an electron
from belowEF to an empty bulk or SS, and the second pulse
probes the transient dynamics in this state by exciting it above
the vacuum level, where it can be detected. Other experi-
mental methods giving information about quasiparticle
lifetimes are angle-resolved photoemission (PES) and STS.332

According to so-called Fermi liquid theory, and also
according to more quantitative scattering theory when applied
to free-electron gaslike situations, the lifetime of electrons
excited into Bloch states with an energyE - EF above the
Fermi level is in the limit of a high density of electronic
states given as333

whereB is proportional toF5/6, with F being the average
electron density. More sophisticated theories are based on
the calculation of self-energies from first principles, which
takes the band structure of a real metal, calculated by DFT,
into account.334-337 The lifetime can be determined from the
imaginary part of the self-energy, which in most applica-
tions to date is calculated in the so-called GW approxima-
tion.338

Free-electron like metals such as Al not only follow eq
140 nicely, but there is also agreement between the free-
electron models and the first principles theory as far as the
energy dependence ofτel is concerned. This agreement does
not hold, however, for the prefactorB in eq 140, which is
different in free-electron and from band structure mod-
els.339,340For Al, the first-principles lifetimes are in the order
of 100 fs forE - EF ≈ 0.5 eV, decreasing to about 5 fs at
E - EF ≈ 4 eV.

ηel ∝ ω0 (δna)
2 (136)

ηel;qs ) πp Tr{P(EF
-) G̃s P(EF

+) G̃q} (137)

ηel )
2πp

mq

∑
µ

∑
ν

|〈ψµ |∂V

∂q
| ψν〉|2 δ(εµ - EF) δ(εν - EF)

(138)

τel
-1 ) Wafg

el - Wgfa
el (139)

τel ) B( 1
E - EF

)2
(140)
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The quadratic scaling (eq 140) does not apply anymore
for main group metals with a more complicated band
structure, such as Be, for d-band metals such as Cu,339 Ag,341

and Au,342,343and for certain other metals344-346 and nonmet-
als.347 In these cases,τel can behave even nonmonotonic as
a function of excitation energy. The first-principle formalism
based on DFT and the GW approximation can also be used
to determine the lifetimes of holes.348,349The holes have, at
the same energy, typically a longer lifetime than the
electrons.348

Electronic excitations localized at metal surfaces, such as
excited electrons in image potential, quantum well, or other
SSs, have lifetimes ranging from femtoseconds far into the
picosecond range. For example, the lifetimes of the lowest
image potential states of Cu(100) were determined by TR-
2PPE to be in the order of a few tens to hundreds of
femtoseconds.330 Image potential states arise from the
Coulomb-like image potential, which behaves asymptotically
like

wherez is the coordinate of the electron along the surface
normal. Image states are located in front of the surface
forming a hydrogen-like Rydberg series in analogy to atomic
physics. The energy of an electron trapped in an image state
with quantum numbern (n ) 1, 2, ...), is in 1D idealization
given by350

whereA ) RH/16 ) 0.85 eV andRH is Rydberg’s constant
for hydrogen anda e 0.5 is a quantum defect. The
corresponding image state wave functions are hydrogen-like
wave functions. They penetrate, however, into the bulk,
giving rise to inelastic electron-electron scattering and
therefore to a finite lifetime,τn, of image potential staten.

In a simple, hydrogen-like picture, the lifetimes scale
according to350

In a slightly more sophisticated approach, one may introduce
a more realistic interaction potential for electrons in contact
with a surface. Chulkov et al. have developed such an
effective one-electron potentialV(z) for various metals, which
is periodic inside the solid and has the correct asymptotics
of eq 141.340 This potential can be used to determine more
realistic eigenenergiesEn and wave functionsψn(z) of the
image potential states numerically. The lifetimes of image
potential states can then be estimated from a simple overlap
criterion as340

Here,pn ) ∫bulk|ψn(z)|2 dz is the penetration of image state
n into the bulk region and thus a measure for electron-
electron scattering andb ) 0.13 (for Cu and Ag) is an
empirical constant. Equation 144 has been used not only for
bare metal surfaces351 (see below) but also for variants of it
to calculate lifetimes for overlayer systems such as N2/Xe/
Cu(111)352 or Ar/Cu(100).353 In these systems, the overlayers

“isolate” SSs from the substrate, which leads to smaller
penetration of the corresponding wave functions into the bulk
and, therefore, to longer lifetimes.

A more sophisticated theory, which goes beyond the
simple overlap formula and a one-electron approach, treats
the electron-electron scattering process explicitly. Using
model potentials of the type above and the resultant wave
functions, the contributions of inelastic electron-electron
scattering to the lifetime can be calculated again from the
electronic self-energy in GW approximation.340This approach
was successfully applied to image potential and other SSs
of many materials.354-359

As an example, let us consider again the image states of
Cu(100). For the lowest three image states, the lifetimes
according to eq 144 and the self-energy calculations of ref
354 are given in Table 3 and are compared to experiment.330

The lifetimes for Cu(100) are comparatively long, which
is a consequence of the fact that atk|| ) 0, the Cu(100) band
structure supports an energy gap several electronvolts wide
around the vacuum level, in which the image states are
embeddedssee Figure 10a below. Their penetration into the
bulk is therefore small. The Cu(111) surface supports also a
gap atk|| ) 0; however, in this case, then ) 1 is energetically
closer to the band edge, and therefore, the wave function
penetrates much further into the bulk. As a consequence,
the n ) 1 lifetime of Cu(111) is only 17.5 fs according to
theory354,355 and 18( 5 fs according to experiment.360 It
should be noted that lifetimes, and more generally the
spectroscopic line widths, are in general also to some extent
determined by electron-phonon coupling359 and other broad-
ening mechanisms.331

4.2.2. Adsorbate Excited States

A big challenge is the measurement (and calculation) of
lifetimes of electronically excited adsorbates, because they
can be ultrashort. An example where this lifetime, even on
a metal surface, is still comparatively long and therefore
accessible are alkali atoms adsorbed on Cu surfaces. Here,
because of the electropositivity of alkalis such as Cs, the
ground state is Cs+/Cu-, and a photochemically relevant
excitation is to an antibonding Cs0/Cu0 state (A state). In
the case of Cu(111), the photoexcitation is from a SS to the
A state and direct (see below). The observed, unusual long
lifetime of the antibonding state for Cs/Cu(111) is aboutτel

≈ 15 ( 6 fs361 (T ) 300K) or τel ≈ 50 fs according to ref
362 (T ) 50 K).

In refs 363, 364, and 371, one- and multielectron contribu-
tions to the resonance width,∆a, were computed. The one-
electron contributions, which are due to resonant charge
transfer (RCT), were estimated from an electronic wave
packet approach. Accordingly, a 3D electron wave packet,
modeling the valence electron of Cs, is placed in front of a
Cu surface, and the charge transfer into the substrate followed
in time. The multielectron contribution, on the other hand,
is due to inelastic electron-electron scattering (see above)

lim
zf∞

V(z) ) -e2

4z
(141)

En ) - A

(n + a)2
(142)

τn ∝ n3 (143)

τn ) p

b(En - EF)pn

(144)

Table 3. Lifetimes of the First Three Image States of Cu(100) (in
fs), According to Various Theoretical Methods and Experiment

image staten 1 2 3

eq 144351 22 112 337
self energy354 30 132 367
exp.330 40 ( 6 110( 10 300( 15
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and was again determined from the self-energy evaluated in
GW approximation. The total computed resonance width

of 23.5 meV for Cs/Cu(111) gives a lifetimeτel ) p/∆a ≈
28 fs in good agreement with experiment. For this system,
∆a is dominated by∆ee ) 16.5 meV, whereas RCT is
blocked, and∆RCT ) 7 meV. This blocking is again due to
the large projected band gap of Cu(111), in which the A
state is located, as illustrated in Figure 10a. As shown in
Figure 10b, the electron has to enter the bulk under an angle.

Because the A state is repulsive (see below), an influence
of nuclear motion on the TR-2PPE spectra is found. First
attempts to model this have been presented within a
quantum-classical scheme for the combined nuclear/electron
dynamics.365 A quantum treatment was published recently.366

For Cs/Cu(100), the A state is also located in the band
gap but energetically closer to bulk electronic states. As
a consequence, a wave packet in front of the surface takes
a less pronounced lateral detour, the charge transfer is
faster, and∆RCT ) 112 meV is bigger. The inelastic

electron-electron contribution is∆ee ) 20 meV, similar to
Cs/Cu(111), resulting in a total resonance width∆a ) 132
meV andτel ) 5 fs. The corresponding band structure and
electron wave packet dynamics are also illustrated in Figure
10. The experimental lifetime of the A state of Cs/Cu(100)
is difficult to determine, but a value of 6( 4 fs has been
suggested. Similar behavior has been found for other alkali/
Cu(111) systems.367

The methodology of using one-electron model potentials
in conjunction with wave packet propagation had earlier been
developed for the H-/Cu(111) system.368 Again, the band
structure of Cu(111) blocks the transfer of the electron to
the surface, leading to relatively long lifetimes. In ref 368,
Gauyacq and co-workers studied the dependence of the
“negative ion resonance” width∆a (and τel), as a function
of atom-surface distance,Z. A near-exponential decay of
∆a(Z) was found. In the wave packet model,368,369resonance
widths∆a are determined by first computing the wave packet
autocorrelation function,

and then fitting to an expression

whereL is a small number. Here,ψ(t) ) e-iĤt/p ψ(0) is the
propagated 3D electron wave packet andĤ is a one-electron
Hamiltonian containing an appropriate one-electron pseudo-
potential.

ThisZ-dependent resonance width∆a(Z) can then be used,
by treating the motion of the projectile classically, to estimate
the amount of RCT during H-/surface scattering.368,370Sim-
ilar approaches were used for nonadiabatic ion-surface scat-
tering in other systems.371,372See also the related papers.373-375

Quite generally, the theory of nonadiabatic atom and mole-
cule/surface collisions including RCT has many facets and
a long history.376,377As an alternative to the explicit propaga-
tion of electronic wave packets, the coupled angular mode
(CAM) approach, possibly in a multistate version with non-
adiabatic couplings between the individual states,75,378-380was
adopted. The CAM method381 gives the positions and widths
of excited states, in particular of negative-ion resonances,
as a function of projectile-substrate distance.378 The CAM
method is similar to so-called R-matrix theory,382,383and also
to projection operator techniques,384 for electron-molecule
scattering. Accordingly, the interaction of an electron is
treated as a scattering problem, with “inner” and “outer”
regions of interaction space, which are treated at different
levels. The scattering wave function has to be matched at a
point separating both regions. In the inner region, different
angular modes are mixed by the anisotropic electron-
adsorbate/surface potential, which justifies the name of the
method. While useful for molecules, most applications of
the CAM method were for atom/surface scattering. Among
several molecular examples are N2,75 H2

+,379 or H2.385 The
nuclear dynamics was treated either classically, by rate
equations, or by time-independent scattering theory.

One-electron pseudopotentials similar to those used for
electron wave packets were also adopted to calculate, by the
complex scaling method, the widths and energies of excited
atoms (e.g., Rydberg atoms) or ions interacting with surfaces;
see refs 386-390. In the complex scaling method, the time-

Figure 10. (a) Band structure of Cu(111) and Cu(100), as a
function of electron momentum parallel to the surface,k||. SS is
the SS (n ) 0), and IS is then ) 1 image state. Thick horizontal
lines indicate the energetic position of the Cs A state for Cs/Cu
(see the text). (b) Snapshots of wave packets for the transient A
state of Cs/Cu, as a log(|ψ|2) plot, in cylindrical coordinates.
Reprinted with permission from ref 363. Copyright 2001 American
Physical Society.

∆a ) ∆RCT + ∆ee (145)

C(t) ) 〈ψ(0) | ψ(t)〉 (146)

C(t) ) ∑
a

L

Aa exp{-i(Ea - i
∆a

2 )t} (147)
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independent Schro¨dinger is solved with a complex scaled
coordinate, giving complex eigenvalues whose real part gives
the energetic position and the imaginary part the width of
the resonance.

All of the methods above are based on the one-electron
picture and one-electron model potentials. Multielectron
effects, such as inelastic electron-electron scattering, can
later be computed via self-energies in the GW approximation
as described above or by a nonequilibrium Green’s function
approach.391,392

The calculation of lifetimes of excited adsorbates near
metal surfaces from more established electronic structure
theory, ideally from first principles, is only in its beginnings.
In ref 393, a tight-binding Green’s function method was
proposed, in which a Dyson equation

is solved. Here,G0 ) (E1 - H0)-1 is an unperturbed, block
diagonal Green’s matrix for an isolated adsorbate interacting
with an infinite surface, derived from the interaction-free
HamiltonianH0. V is the coupling between molecule and
surface at finite distance, andG is the corresponding
perturbed Green’s matrix. Solving eq 148 at energyE+ )
limηf0(E + iη) gives the density of states according to

Projecting the latter on the adsorbate level(s) of interest gives
the local, or projected, density of statesFa. In the noncoupling
situation,Fa is aδ function that broadens when the molecule
interacts with the surface. The fwhm ofFa is the resonance
width, ∆a. The method was used to estimate the lifetime of
the negative ion resonance of a diatomic molecule on a metal
surface. With “typical” tight-binding parameters representing
an Antoniewicz type situation, a lifetime in the femtosecond
range is found around the equilibrium bond length, which
increases exponentially with molecule-surface distance,Z;
see Figure 11. The method should be extendable to the ab
initio world.

Also in ref 394, a tight-binding LCAO method has been
used to estimate lifetimes, in this case for He+ at Al(100).
Similarly, Taylor and Nordlander use a cluster model within
DFT to obtain a projected density of statesFa for an atom in
front of a cluster,395

Here, ψm denotes Kohn-Sham orbitals of the combined
system, andφa denotes the Kohn-Sham orbital in question
of the isolated atom. By broadening theδ functions by
Lorentzians, it is possible to determine the width ofFa around
E ) Ea and define a lifetime.

While the Dyson equation considers an isolated adsorbate
on an infinite substrate, the cluster approach is local and
therefore plagued with the same shortcomings as the Tully/
Head-Gordon cluster model. In ref 396, therefore, the
Taylor-Nordlander model was used in conjunction with
periodic DFT, using a slab geometry. As a first example,
the width of the Li 2s level in front of an Al(100) surface
was calculated. In the periodic approach, also the adsorbates
are in a periodic arrangement; hence, the lifetime depends
on coverage. It was found that at low coverage, the Li 2s
resonance width is around 1 eV, when the Li atom is∼ 4 a0

away from the surface. This suggests again a femtosecond
lifetime.

Even shorter lifetimes are possible for core-excited spe-
cies.397 An example is core-excited sulfur atoms on
Ru(0001).398 Here, a S 2s electron was excited to the
3pz level. The “core-hole clock” method was used to
measure the excited-state lifetime, in this case domi-
nated by the tunneling of the excited electron into the
bulk. The electron tunnels on the ultrashort time scale of
320 as) 0.32 fs. The measured transfer time was also
supported theoretically by electron wave packet propaga-
tion.398

Excited-state lifetimes could also be determined, in
principle, by solving eq 87 from coupled nuclear wave
packets or, equivalently, by solving the electron-nuclear
Schrödinger eq 102. The decay of an initial wave packet in
front of the surface by nonadiabatic couplings is in gen-
eral nonexponential, and because the model is energy-
conserving, a “lifetime” cannot be strictly defined. Such
approaches have in fact been used in refs 195, 198, and
200, giving lifetimes in the order of several femtoseconds
for NO/Pt.

A related wave packet approach is the “surrogate Hamil-
tonian” method of Kosloff and co-workers. Their method
will be applied below for FLD, but it can also be used for
lifetime calculations, which was done for NO/NiO(100).399,400

In the surrogate Hamiltonian method, one considers a system
coupled to a set ofN environmental modes, treated as two-
level systems.399,400For NO/NiO(100), the two-level systems
were electron-hole pairs. The model leads to 2N coupled
Schrödinger equations and is therefore conceptually similar
to multistate treatments like eq 87. The theory accounts for
the decay of the resonance state within a given system-
bath coupling model. A dipolar coupling mechanism was
assumed to be operative for NO/Ni(100), and an excited-
state lifetime of a few femtoseconds to several tens of
femtoseconds was estimated,399 depending on the charge of
the bath dipoles used.

Figure 11. Results from a tight-binding Dyson equation ap-
proach.393 Shown are the computed potential energy curves for the
ground state and a (negative ion resonance) excited state of a
diatomic molecule adsorbed on a surface, and the resonance width
∆a, as a function of molecule-surface distance. Units are in 2|âs|
for energies and|âsm| for the width, whereâs andâsm are the tight-
binding parameters for the metal-metal and metal-molecule (at
Z ) Z0) interaction, respectively.Z0 is a reference distance defined
in ref 393.

Fa(E) ) ∑
m

|〈ψm|φa〉|2 δ(E - Em) (150)

G(E) ) (1 - G0(E) V)-1 G0(E) (148)

F(E) ) - 1
π

Tr{Im[G(E+)]} (149)
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5. Adiabatic Dynamics: Photodesorption in the
Ground State

IR light can act in various ways to desorb adspecies from
surfaces. First, the radiation may be absorbed by the
substrate, leading to thermal desorption by surface heating.
Second, the field may couple directly to the dipole of the
adsorbate-surface bond, leading to ladder climbing into the
desorption continuum. Third, a high-frequency internal
adsorbate vibration may be excited by the IR photons, leading
to (pre-) desorption.

5.1. Direct Resonant Excitation of the
Adsorbate −Surface Bond

Direct, resonant IR desorption has, for chemically bound
species, so far not been achieved experimentally. This is due
to the fact that dipole-driven vibrational ladder climbing in
the ground state with monochromatic IR light is hampered
by the decreasing level spacing in the anharmonic potential.
Also, for metal surfaces, vibrational quenching is fast, which
disfavors excitation.

On the other hand, with intense pulses, it is possible to
excite overtones of adsorbate vibrations. This was demon-
strated experimentally for CO/Ru(0001), by Wolf and co-
workers.401 They used 120 fs pulses with a carrier frequency
close to the CO stretch mode and fluences up to about 17
mJ/cm2. At low fluences (a few mJ/cm2), only the|0〉 f |1〉
transition was observed; at higher fluences also,|1〉 f |2〉
absorption sets in.

The experimental observation was corroborated by a three-
state density matrix model, where the three states indicate
the |0〉, |1〉, and|2〉 CO vibrational levels. Energy and phase
relaxation as well as direct excitation by the laser pulse were
taken into account. The energy relaxation was assumed to
proceed on a picosecond time scale, and dephasing rates were
estimated from IR line widths. Within that model it was
found that, at a fluence of 11 mJ/cm2, for example, the|1〉
level can be populated with about a 15% probability and|2〉
to about 5%sSee Figure 12.

In ref 401, it was also found that at higher coverage lateral
energy loss, by Fo¨rster transfer due to CO-CO dipole
coupling, becomes very efficient. At low coverage, where
Förster transfer plays no role, it was argued that the
population of |2〉 could be enhanced by using negatively
chirped pulses. The negative chirp accounts for the smaller
level spacingE2 - E1 in comparison toE1 - E0.

Recently, the possibility to use optimal IR pulses for state-
selective excitation of various CO modes was theoretically
investigated, for a three-mode model of CO/Cu(100).402 In
the model, the CO stretch (r), the CO-surface mode (Z),
and a (dark) lateral mode was taken into account. Energy
relaxation for all three modes was included, with rates taken
from the work of Head-Gordon and Tully. The pulses were
optimized using OCT for open quantum systems, treated in
the Markov approximation.97,98 The result was that even at
ambient temperatures, a substantial population of higher
levels should be accessible with optimized pulses.

As an alternative to using single chirped, or optimal control
pulses, asequenceof N pulses

should work well for ladder climbing. In eq 151, the
individual field amplitudesE0i and frequenciesωi, as well
as shape functionsi (which peak att0i), may be adjusted to
optimize the target state population. This was suggested in
earlier works on IR excitation of overtones of adsorbate
modes, where the shape functions were chosen either as sin2

or Gaussian functions.
An example is NH3 on Cu(111). The molecule sits upright

on top of a Cu atom with N pointing down, H3 up, and bound
by D ≈ 0.7 eV. Along the umbrella mode of the molecule,
the dipole moment changes appreciably,403 suggesting that
overtones of this mode could be excited by IR photons. This
possibility was investigated by nuclear wave packet propaga-
tion in refs 403 and 404. A two-mode model with umbrella
mode,r, and molecule-surface distance,Z, was adopted.
Assuming that the radiation does not penetrate the surface,
it was found404 that it should indeed be possible to selectively
excite the umbrella mode with a frequency of about 1200
cm-1, at least up to its first overtone (Vr ) 2). For that, as
sequence of two IR pulses, each 1 ps long, with a fluence of
about 30 mJ/cm2, was used. In ref 405, this model was
generalized to account for energy relaxation. For that
purpose, a model was developed in which the molecular
dipole couples to the substrate electrons, leading to vibra-
tional lifetimes on a picosecond scale. Using open-system
density matrix theory and the two-mode model, it was found
that temporary IR excitation of the umbrella mode by the
“old” picosecond pulses is still possible but less effective.405

Reoptimizing the pulses gave higher target yields.405 The IR
preparation of an adsorbate can also enhance the cross-section
for photodesorption with UV/vis light. A few examples of
this “IR + UV strategy” will be given below in section 9.2.

The same, dissipative two-mode model was adopted in
ref 406 to laser-isomerize the NH3 molecule on the surface
from the N down to an inverted, less bound configuration.
The most promising strategy to achieve isomerization from
the “left” well of the asymmetric, dissipative double-
minimum potential to the other well, is by exciting the
molecule to vibrational levels above the barrier, from where
it relaxes with a 1:1 probability into the “left” and “right”
wells. By repeating the excitation out of the “left” well, with
either a pulse train or a long pulse, population accumulates
in the right (target) configuration.

Finally, in ref 403, sequences of IR pulses were con-
structed that lead to the desorption of the molecule. However,
the corresponding field parameters are somewhat unrealistic
when simple Gaussian pulses are used. In principle, the

Figure 12. Result of a three-level open-system density matrix
simulation of the fs laser-induced IR excitation of CO/Ru(0001).401

The populations of levels|1〉 and |2〉 are shown as a function of
time. The inset shows the short-time behavior and the pulse
envelope. Reprinted with permission from ref 401. Copyright 2001
American Institute of Physics.

E(t) ) ∑
i)1

N

E0i si(t - t0i) cos(ωit) (151)
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desorption by a static electric field, under an STM tip for
example, should also be possible. In refs 403 and 407, it
was found that for an ammonia molecule, bound by 0.7 eV,
a critical field strength of about 1 V/Å would be needed.
This is unfeasable for an STM experiment on a metal surface,
but in the case of semiconductors and/or for less strongly
bound adsorbates, static field desorption may be possible.

In fact, direct desorption of adsorbates by electromagnetic
(radiation) in the ground state is easier for physisorbed
systems.408For example, a combined experimental/theoretical
study18 of 4He and3He physisorbed on Pt(111) showed that
the atoms can be removed from the surface already by the
blackbody radiation at room temperature. This is possible
because the He atom is bound by only 9 meV, and a single
photon suffices to desorb it.

The same mechanism had earlier been suggested for the
desorption of H2 molecules physisorbed on a Cu(510)
surface.19 Accordingly, the desorption rate can be calculated
from

whereA is a constant andC(ω) is a dipole-dipole correlation
function. The latter is (forT ) 0) given as

In eq 152,D is again the adsorption energy andnB is the
Bose-Einstein factor, eq 70. In eq 153,µ0R is the transition
dipole moment connecting vibrational levels|0〉 and|R〉, and
ωR0 is the corresponding transition frequency. Using this
theory, the desorption rates in Table 4 were obtained, which

are in good agreement with the experimental data.

5.2. Intramolecular Resonant Excitation and
Predesorption

Quite some time ago, IR-laser-induced photodesorption
of NH3 from Cu(100) was observed experimentally, however,
with frequencies that excite the N-H stretching mode of
about 3400 cm-1.17 Using a master equation, which took
phonon and electronic damping and molecular dipole cou-
pling into account, it was argued17 that the desorption
mechanism is a thermal process arising from “resonant
heating”. Accordingly, the N-H bond serves as an “antenna”
that directs radiation energy, via surface phonons, to the
molecule-surface bond, to break it. Unfortunately, the
process is nonselective in the sense that also coadsorbed ND3

desorbs when NH3 acts as an antenna. [Only recently, the
goal was achieved toselectiVely excite and break an
adsorbate-surface bond by IR photons without thermaliza-
tion, for the example of H/Si(111).409,410]

That intramolecular, high-energy vibrations can efficiently
be excited by radiation, which by subsequent coupling to
other modes leads to desorption, is well-known from
“predesorption” of molecules from insulators. Examples are
CH3F physisorbed on NaCl411,412 and, as mentioned, CO

adsorbed on NaCl(100).85,292,293,413-417 In contrast to NH3/
Cu(100),17 (i) the coupling of the intramolecular and the
desorptive mode is not substrate-mediated and (ii) the
excitation energy is larger than the binding energy,D. For
CO/NaCl(100), for example, the binding energy is about
1100 cm-1 as compared to the vibrational quantum of CO
of about 2100 cm-1 (for 13C16O).

When vibrationally exciting the CO bond by IR radiation,
it couples into other modes such as the molecule-surface
vibration, and desorption will occur. Because the potential
is strongly bound along the CO distance,r, and because the
coupling betweenr and the molecule-surface bond,Z, is
weak, the molecule is trapped at the surface for a long time,
before desorption occurs. Experimentally, the desorption rate
after IR radiation has been measured to beRdese 10-4 s-1.293

In refs 416 and 417, the predesorption rate for CO/NaCl-
(100) was calculated, using a Golden Rule type theory and
a master equation approach. In ref 416, a system was
considered consisting of ther andZ modes (perpendicular
orientation of the molecule), while in ref 417, this model
was extended by a rotational degree of freedom. In the 2D
model, the experimental desorption rate could be reproduced
with the initial state|Vr ) 0, VZ ) 1〉. The desorption rate
increases whenVr and/orVZ increase. In the 3D model of ref
417, it was found that also rotational predesorption is
substantial. It was also observed that the predesorption rate
could be considerably enhanced by temperature, through
phonon assistance, and by laser control.

6. UV/vis Photodesorption from Insulating
Surfaces

In this chapter, I review recent theory on photodesorption
and similar reactions of atoms and molecules at insulating
surfaces. Here, I consider “direct” excitation by UV/vis light
sources, and lifetime effects can be neglected.

A first example concerns the photodissociation of a HCl
molecule at an ice surface, which was studied in ref 418.
The hydrogen atom leaves the surface, while Cl remains
adsorbed. This study is in line with earlier theoretical419-423

and experimental work424,425 on the photodissociation of
hydrogen halides on (ionic) insulators. It aims at a better
understanding of surface-aligned chemistry, on the un-
ravelling of differences to the well-studied dissociation of
HCl in the gas phase, van der Waals complexes (e.g., Ar-
HCl426,427 or Ar2-HBr428), and in matrices (e.g., in solid
Ar),429 and on practical aspects of pollution chemistry.

The time-dependent MCTDH method was used to calcu-
late the cw absorption spectrum according to eq 84, after
sudden excitation of the molecule from the ground state|g〉
) |X1Σ+〉, to the repulsive, excited state|a〉 ) |A1Π〉. (The
notation applies to the free molecule.) A 2D model in which
the Cl atom remains in its fixed position on the surface and
where H can move laterally and vertically in the (x, z) plane
was used. Initially, the H atom resides halfway between the
Cl atom and a nearby O atom of the ice surface; that is, H
points toward the surface. Model potentials based on earlier
work were used.430 The main findings were as follows: (i)
The H wave packet splits into many fractions after photo-
excitation, with desorbed, adsorbed, and subsurface parts.
(ii) The angular distribution of the emitted H atom shows
structures characteristic for a rainbow effect. (iii) Most
importantly, the calculated absorption spectrum exhibits
structures that are related to the temporary trapping and
oscillation of the H wave packet after excitation, between

Rdes) A∫D

∞
nB(T,pω) ω3 C(ω) dω (152)

C(ω) )∑
R

|µ0R|2 δ(ω - ωR0) (153)

Table 4. Desorption Rates for H2 from Terraces of Cu(510)
According to Ref 19

temperature (K) 210 296 370

Rdes(theor.) (s-1) 4 × 10-4 8 × 10-4 12× 10-4

Rdes(exp.) (s-1) 5 × 10-4 8 × 10-4 15× 10-4
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the Cl atom and the ice surface. In contrast, the absorption
spectrum of free HCl is structureless. As to whether these
structures survive under a multidimensional treatment is
subject to current investigation. Also, surface atom motion
will tend to wash out this “cage effect”.429 Effects of atom
motion on photodesorption cross-sectionsσ(ω) were also
studied in ref 431, for nonadiabatically coupled model
systems, by a Gaussian wave packet/path integral method.

As another recent example for surface photochemistry at
insulators within a two-state model, the ground- and excited-
state potential energy curvesVg(Z) and Va(Z) along the
adsorbate-surface distanceZ were calculated for alkali atom
(Na and K) desorption from SiO2.254 Cluster models in
conjunction with ab initio methods were used for this
purpose. Here, the ground state at equilibrium geometry was
the charge transfer state S--A+ and the excited-state S-A
(with S ) surface and A) adsorbate).

In ref 254, also, the lifetime of the excited state was
estimated based on the assumption that energy transfer to
the solid can be neglected andτel is solely determined by
spontaneous emission. In this case,τel is the inverse of the
EinsteinAif coefficient for emission from the initial (excited)
to the final (ground) state, i.e.,

in atomic units. Here,ffi is the oscillator strength, andpωfi

is the energy difference for the transition. With an energy
difference of 7.3 eV and an oscillator strength at equilibrium
distance of 1.5× 10-2, both calculated from TD-DFT, a
lifetime τel ∼ 28 ns was estimated. Hence, the relaxation
during desorption of the alkali atom can indeed be entirely
neglected. Dynamics calculations, on the other hand, were
not carried out.

A similar energetic ordering, i.e., “ionic” below “neutral”
potential is characteristic also for molecular oxygen adsorbed
on a reduced TiO2(110) rutile surface, which was studied in
refs 251-253. In this case, clusters were saturated at the
boundaries with hydrogen, rather than embedding them in a
point charge field. The chosen cluster is Ti2O9H11, with O2

sitting upright halfway between two Ti ions, as indicated
in the sketch below. The adsorption of O2 in the ground state
was also examined with the help of periodic Hartree-Fock
calculations, using a slab model. As far as adsorption
energies, bond lengths, and other properties are concerned,
quite good agreement between periodic and cluster models
was found.

Excited- and ground-state potentials were subsequently
calculated, within the cluster model, from MCSCF and MRCI

(multireference configuration interaction) wave functions.
With this methodology, the ground state|g〉 was found to
be S-O2

-, and the lowest excited-state was S--O2, around
the ground-state equilibrium geometry. For increasing O2-
surface distance,Z, however, this order reverses; that is, the
molecule desorbs as a neutral species. The crossing (in the
diabatic picture) of the two potential curves occurs at around
3 Å.

For O2/TiO2, the desorption after direct photon excitation
was modeled by means of the coupled wave packet method
according to the two-state TDSE of eq 81. The full coupling
elementṼga(Z) comprising dipole and non-Born-Oppen-
heimer terms was calculated in a diabatic representation. In
certain areas alongZ, in particular close to the crossing point
of the potentials, the non-Born-Oppenheimer coupling was
found to be larger than 10 meV, suggesting nonnegligible
transition probabilities.

The photodesorption yields were estimated from the TDSE
by assuming that molecules that are excited will automati-
cally also desorb. With this assumption, reasonable agree-
ment with experimental data432 was found up to a photon
energy of about 3.8 eV. Above that, the calculated desorption
yields deviate substantially from experiment, which was
interpreted as indicative for additional, so far neglected,
substrate-mediated channels.

7. UV/vis Photodesorption from Semiconductor
and Metal Surfaces

7.1. Direct DIET
In this subsection, desorption of adsorbates by direct

excitation, mostly with nanosecond lasers, will be reviewed.
Direct excitation is typically realized for nonmetallic sub-
strates, however, with exceptions. A few specific examples
will be given below.

7.1.1. H:Si(100)2 × 1

The desorption of H and D from hydrogen-covered Si-
(100)2× 1 is not only possible with an STM but also with
UV photons. This was demonstrated in ref 20. By the
process, a directσ f σ* transition is enforced.20 Here,Vσ
) Vg refers to a ground state, which is bound by about 3.4
eV along the H-Si distancer, andVσ* ) Va to an excited,
repulsive state. On the basis of MCSCF cluster calculations,
Avouris and co-workers constructed potential curvesVg(r)
andVa(r), which they used to explain their “above threshold”
STM experiments at sample bias voltages of> 7 V.35 In
particular, a semiclassical variant of Gadzuk’s jumping wave
packet algorithm was used to rationalize the unusual large
isotope effect in the yields,

of about 50. To do so, an ultrashort lifetime of the excited
state ofτel ∼ 0.5 fs had to be assumed. This short lifetime
is a consequence of the fact that theσ f σ* excitation lies
in the conduction band of the Si surface, with plenty
opportunity to couple to empty substrate states. As a result
of the short lifetime, desorption probabilities are very small.
For H, the yield is about 10-3 per excitation event, and for
the heavier correspondingly smaller, causing the large isotope
effect.

τel ) Aif
-1 ) ( 2

c3
ωfi

2 ffi)-1
(154)

Figure 13. Cluster model Ti2O9H11 as used in ref 252. Reprinted
with permission from ref 252. Copyright 2003 American Institute
of Physics.

R )
Y(H)

Y(D)
(155)
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The same model and method was adopted by Vondrak
and Zhu to explain their UV desorption experiment, showing
a similarly large isotope effect.20 In refs 201 and 202, effects
of an (exponential) coordinate dependence of the quenching
rate Wafg

el (Z) were considered in addition. Furthermore,
because the excitation is direct, it can be speculated that
shaped laser pulses could be useful to control the reaction.202

In fact, in ref 202, it was argued that ultrashort pulses would
enhance the cw DIET desorption probability dramatically.
Further “control strategies” will be considered in section 9.2.

As soon as with an STM (single) hydrogen atoms have
been desorbed from H:Si(100)2× 1,35,43 a Si dimer with
one H and one “dangling” bond is left. It was also shown44,45

that with an STM operating at negative sample bias, the
remaining H atom can laterally and reversibly be switched
back and forth between the dangling bond Si site and its
original position. Also here, a large isotope effect was found
for the switching probabilities,Psw(H)/Psw(D) ∼ 7. In most
previously known atom switches, the atom is only weakly
bound to a metal surface. The reversible transfer of Xe atoms
from a Ni surface to an STM tip is, meanwhile, the classic
example.49,207In contrast, in the present example, the H atom
is bound by more than 1 eV.

Because of this large barrier, it was argued in refs 44 and
45 that H switching on Si(100) requires electronic excitation.
A 1D two-state model for the STM hydrogen switch was
devised,44,45 with ground- and excited-state potentialsVg(x)
andVa(x) along a “switching coordinate”,x, constructed from
periodic DFT calculations. Both potentials are double-
minima, with “left” and “right” wells corresponding to stable
positions of a single H atom on a Si dimer. The excited state,
about 2.7 eV above the ground state, is a short-lived
“resonance” with a diffusion barrier much shallower than in
the ground state. The lifetime of the resonance was estimated
asτel ∼ 2 fs.

In ref 208, this two-state model was adopted within open-
system density matrix theory. The “above threshold” STM
excitations were treated as in STM-DIET, by a singular
Franck-Condon transition. Different from refs 44 and 45,
it was argued that the switching occurs in the ground state,
not in the excited state, however, much closer to the barrier
top after electronic quenching. In contrast to photodesorption,
the vibrational relaxation in the ground state cannot be
neglected and bothτel andτvib must be included. Otherwise,
in a double-minimum situation, a rate cannot be properly
defined, because the population oscillates between left and
right wells forever. The time scale for switching, i.e., the
time after which the H atom has “decided” which well to
choose, is determined by the vibrational lifetime,τvib in this
case. The situation is illustrated in Figure 14.

In ref 208 also, the possibility was investigated to directly
excite the H-Si-Si dimer with 2.7 eV photons. For that
purpose, FL pulses with sin2 shape were considered, with
fwhm values ranging from 20 to 120 fs. As a result, switching
seems possible with higher efficiency than with an STM.
For a fixed pulse width of 20 fs, the switching probability
increases approximately linear with laser fluence, up to a
fluence of about 8 mJ/cm2. For even higher fluences, the
switching probability drops again, probably due to stimulated
emission. A large influence of the switching probability on
the pulse length was found.

7.1.2. Cs/Cu(111)
Another system where direct excitation leads to subsequent

nuclear motion is Cs/Cu(111). The excitation from the SS

to the antibonding resonance state, A, is direct, and the A
state is long-lived, as we have seen. Petek and co-workers
achieved the SSf A transition experimentally with a FL
pulse with an energy of about 3.1 eV, at a coverage ofθ ∼
0.1.329 By time-resolved two-photon photoemission (TR-
2PPE), the nuclear motion of the adatom on the excited-
state surface was monitored in real time.433 It was found that
the atom moves outward, within 50 fs by∼0.06 Å. First
attempts to model the influence of nuclear motion, i.e.,
possibly of desorption, on the TR-2PPE spectra have been
mentioned above.365,366

7.1.3. Other Examples
Another system with a comparatively long, but not

infinitely long, excited state lifetime (several tens to a few
hundred of femtoseconds), is Xe adsorbed on an oxidized
Si surface. Photodesorption of Xe from this surface, after
direct photoexcitation, was studied experimentally in ref 435
and theoretically in ref 250. In the latter paper, excited states
were determined along the desorption coordinate by CASSCF
cluster calculations and subsequently used in classical surface
hopping.

All examples so far in this chapter were for 1D nuclear
motion, and other degrees of freedom were neglected. This
is unsatisfactory, in particular for molecules. Here, in a series
of papers, Klu¨ner and co-workers fill a gap by considering
multidimensional quantum dynamics of diatomic molecules
desorbing from transition metal oxide surfaces.436 The goal
is to treat the problem as high-dimensional as possible.

7.1.4. CO/Cr2O3(0001)
While Cr2O3(0001) is a large-gap material, I refer to

photodesorption of CO from this surface in this chapter, since
the lifetime of the excited state is assumed to be compara-
tively short. The photodesorption of CO from Cr2O3(0001)
in the DIET limit after direct excitation was experimentally
studied in ref 437. In their theoretical work, Klu¨ner et al.
assumed a Franck-Condon excitation of the ground-state

Figure 14. Switching of a H atom on a Si2 dimer of Si(100). Top:
Model. Bottom: Time-resolved switching probability, with and
without vibrational relaxation included; after ref 320.
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wave function to a “representative” excited state in the right
energy window. Specifically, the excitation was to an3Π
state, corresponding to a CO 5σ f 2π* transition.257,258,438-440

Up to 4D PESs (includingZ, the azimuthal and polar angles
θ andφ, and a lateral mode,X258) were determined, using a
cluster Cr4O6CO embedded in a point charge field and the
ab initio CASSCF method. The PESs were fitted to an
analytic form. As an example, in Figure 15, a 2D contour

plot along the angular coordinates is shown for the ground
and excited states.

As can be seen from the inset of the upper panel of Figure
15, the CO molecule resides, in ground-state configuration,
halfway between two Cr ions, in tilted polar orientation atθ
) 120°. In the excited state (lower panel), this is no longer
the equilibrium geometry and so the excited wave packet
feels forces along both angles (arrows in Figure 15). The
desorbing molecules are therefore rotationally “hot”. Ex-
perimentally, it was found that at low total angular momen-
tum J, the molecules desorb preferentially in helicopter like
orientation, while at highJ cartwheel rotation dominates.437

To understand this behavior, the LvN eq 90 with energy
relaxation eq 92, and a constant resonance width∆a obtained
from an “educated guess”, was solved by the jumping wave
packet scheme.214,276 A lifetime τel of 10 fs was able to
reproduce the experimentally estimated desorption probability
of between 10-1 and 10-2. The calculations were done in
refs 257 and 438 in a 3D model (Z, θ, φ), and in ref 440 in
a 4D model (Z, θ, φ, X).

In both references, the “rotational alignment” of desorbing
CO at low and highJ was investigated but could not be fully
explained. It may well be that a 6D quantum simulation441

is needed and/or that a two-state model or the coordinate-
independent resonance width assumption are not realistic.

On the other hand, the simulations nicely reproduce the
observed lateral velocity distribution of desorbing CO.440

7.1.5. NO/NiO(100)

Klüner et al. also developed ab initio models for DIET of
NO from NiO(100).249,256,443-445 So far, up to 4D two-state
models were considered.445 In the 3D model of ref 256, for
example, the two center-of-mass coordinatesZ and X and
the angleθ are included. In earlier 2D studies, theZ andθ
and theZ and r modes had been considered, respectively.
Again, a “representative” two-state model was used. The
excited state was the lowest sextet, with a NiO+-NO- like
charge transfer configuration. Adopting only a single “rep-
resentative” excited state, on top one which is optically
forbidden, was justified by the observation that many excited
states in the relevant energy region exist, all with similar
topology.249,256 The same argument applies to CO/Cr2O3.
Again, Gadzuk’s averaging scheme was used, with a lifetime
of ∼25 fs for the 2D model of ref 443, and a longerτel ∼
50 fs in the 3D case,256 to fit experimental desorption yields.

Experimentally, the most striking feature of the NO/NiO-
(100) system is a distinct bimodal velocity distribution.442

This was explained for the 2D case in ref 443 by the topology
of the potentialVa(Z,θ) of the negative-ion resonance, causing
the Franck-Condon excited wave packet to bifurcate. Bifur-
cation in the excited state was also found to be central in
the 3D case; however, now the topology ofVa(Z, θ, X) along
X and hence motion along that coordinate seem decisive.

The semiclassical surface hopping method of Grosset al.
was applied for the same system.185-187 Because nuclear
motion was treated classically in this work, the photode-
sorption of NO from NiO could be treated with up to seven
nuclear degrees of freedom, using model potentials. It was
found that DIET proceeds through two “channels”, an “early”
and a “late” one. The origin of the above-mentioned bimodal
velocity distribution could not be fully explained.

Another experimental feature for NO/NiO(100) is the
pronounced, superthermal vibrational excitation of desorbing
NO molecules. One finds for the ratios of populations of
vibrational levels,P1/P0 ) 0.17 andP2/P0 ) 0.06.442 This
corresponds to a vibrational temperature (if any exists) of
around 2000 K. This was explained in ref 444 in accord with
earlier findings for similar systems,1,183 by the assumption
that an intermediate anion NO-, being stretched, returns
vibrationally excited to the ground state from where it
desorbs.

7.2. Substrate-Mediated DIET
For all examples of section 7.1, the excitation is direct.

For metal surfaces, the excitation is hardly ever direct but
substrate-mediated instead. Also, the lifetimes are short
(typically < 10 fs), and desorption probabilities are smaller
than for most examples considered so far.

7.2.1. NO/Pt(111)

NO desorption from Pt(111) is probablythe prototype
system for substrate-mediated DIET from metals. Also
here, representative two-state models have been used
with one (desorption coordinateZ)178,180,181,213,214,276,446-449and
two degrees of freedom, eitherZ and the NO distance
r183,184,281,320,450,451or Z and the polar angleθ.452,453The 2D
(r, Z) model has also been used for nonadiabatic scattering
of NO from Pt(111).454

Figure 15. 2D contour plots of the ground (upper panel) and
excited-state potentials (lower panel) for Cr2O3.438 On the lower
figure, the ground-state wave function is projected, i.e., the initial
state after Franck-Condon excitation. Reprinted with permission
from ref 438. Copyright 2002 American Institute of Physics.

Ultrafast Molecular Desorption from Surfaces Chemical Reviews, 2006, Vol. 106, No. 10 4147



Model potentials have been used for the ground stateVg

and the negative-ion resonance stateVa. In the 1D models,
the ground state was chosen as a Morse potential, and the
excited state was chosen as a negative-ion resonance potential
(eq 112). The excited-state lifetime was also chosen semi-
empirically asτel ∼ 2-10 fs, depending on model, dimen-
sionality, and author. The substrate-mediated excitation
process itself was treated by a singular Franck-Condon
transition of the ground-state vibrational wave function to
the excited state.

The most striking experimental observation after using 9
ns laser pulses at 355 nm was that the molecules come off
the surface vibrationally hot,Tvib ∼ 850 K. This was again
attributed to the assumption that during desorption an anion
state is temporarily populated, in which the NO bond is
stretched.281,450However, by assuming in simulations a bond
elongation of∆r ∼ 0.1 Å, which is typical for NO- in the
gas phase, this leads to much larger vibrational excitation
than actually found.455 In fact, with this assumption, a
population inversion of vibrational levels is predicted, while
experimentally only the lowest two levels are significantly
populated, and a ratioP1/P0 ∼ 0.04 is observed. A number
of possibilities, including partial charge transfer only and
coordinate-dependent quenching, have been suggested183 to
resolve this issue.

Another possibility is vibrational relaxation of the NO
bond at the surface. This possibility was investigated in ref
320 within the two-state (r, Z) model. The NO vibrational
lifetime was estimated from ab initio cluster calculations
and eq 127 asτvib ∼ 500 fs. It was found that this vibra-
tional relaxation lowers the desorption probability and,
more importantly, favorsV ) 0 for desorbing NO(V), in
expense of higherV. Thus, vibrational cooling of the NO
bond may help to explain the observed, relatively moderate
vibrational excitation of desorbing NO molecules.21,22In ref
320, also, an analytical solution of the LvN equations for
DIET with coordinate-independent Lindblad dissipation was
given.

The vibrational relaxation of the NO-Pt bond was the
subject of a few studies.451,117The vibrational lifetime was
assumed to be in the order of picoseconds. In ref 451, Gao’s
relaxation operator (eq 51) in the harmonic approximation
was used. In ref 117, the anharmonic raising and lowering
operators of eqs 47 and 48 were adopted instead. NO-
surface relaxation led again to a reduction of the desorption
probability of several percent and, more importantly, to a
saturation ofY, which is otherwise often not reached in finite-
time propagations. The desorption probability itself is small,
∼10-4 per absorbed photon in the 1D model withτel ) 2
fs.181

7.2.2. NH3/Cu

The DIET of ammonia from surfaces also has a rich
experimental282-286,456-458 and theoretical history.287-290,459,460

For copper surfaces, one of the most striking features is that
there is a pronounced isotope effect when replacing NH3 with
ND3. The isotope effect not only refers to the total DIET
yield, i.e.,Y(NH3)/Y(ND3) ∼ 4,285 but also to the vibrational
state distribution of photodesorbed ammonia. For NH3/ND3/
Cu(111), for example, it was found that symmetric and
antisymmetric levels of the “umbrella” (ν2) mode of photo-
desorbing ammonia are unequally populated, with NH3

preferring symmetric and ND3 preferring antisymmetric
levels.286

These findings have been modeled theoretically with
bimodal two-state models in conjunction with the jumping
wave packet scheme. A lifetime of about 1.5 fs reproduces
the isotope effects and other experimental findings as well.
In contrast to NO/Pt(111), for example, for NH3 desorbing
from surfaces, it is essential to take at least one internal mode,
namely, the umbrella modeν2 (vibration along the inversion
coordinatex; see Figure 16), into account. Accordingly, after

Franck-Condon excitation, the molecule moves from the
initial N down/H up configuration toward planarity, causing
vibrational excitation after desorption.

The 2D model is, however, not sufficient to explain the
rotational excitation of the desorbing molecules, and their
experimentally observed dependence on surface indices.
When desorbing from Cu(111), the molecules are rotationally
by more than a factor of 2 colder than when desorbing from
Cu(100).457 To explain this experimental fact, Li and Guo
have used 3D model potentials for ammonia/Cu(111) and
Cu(100),290 where in addition toZ andx, also the azimuthal
angleφ as shown in Figure 16 was considered. For Cu(111),
the 3-fold symmetry of the surface is compatible with the
C3V symmetry of the ammonia adsorbing on top, while for
Cu(100) with its 4-fold rotation axis there is a symmetry
mismatch. As a consequence, there is a much larger potential
corrugation for Cu(100) alongφ than for Cu(111). The result
is the observed higher rotational excitation of NH3 when
desorbing from Cu(100) rather than Cu(111), as indicated
in Figure 16.

From the figure, one first notes that the population of
rotational levels follows a Boltzmann plot, so it is reasonable
to assign a rotational temperatureTrot, a finding consistent
with experiment.457 Furthermore, the computed rotational
temperatures for NH3 areTrot ) 372 K for Cu(100) andTrot

Figure 16. Coordinates (top) and Boltzmann plot (bottom) of
rotational level populations of NH3 and ND3 desorbing from Cu-
(100) and Cu(111). The bottom panel was reprinted with permission
from ref 290. Copyright 2001 American Institute of Physics.
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) 205 K for Cu(111), again in reasonable agreement with
the experimental values of 540 and 220 K, respectively. The
ND3 molecules come off rotationally colder. Other computed
observables, such as the total desorption yield, are not much
affected by the extra degree of freedom.

7.2.3. O2 on Metal Surfaces
The photochemistry of molecular oxygen on metal surfaces

is interesting, because of several possible intermediate
oxidation states of oxygen. All of them give rise to their
own (diabatic) PES and to possibly different reaction
pathways. The most important oxidation states are neutral
O2 (the physisorption state), O2- (superoxide), and O22-

(peroxide); see section 3.2. The neutral state is bound along
the O-O distancer and gives O2 plus the metal surface for
Z f ∞. The superoxide state with one electron attached to
the antibondingπ* orbital is typically bound alongr andZ.
The peroxide state is bound alongZ and gives two dissociated
O- ions whenr is extended. This is at least the situation
that applies for O2/Pt(111), according to experimental
findings.277

In ref 277, a 2D (r, Z) three-state model was developed,
for O2 oriented parallel on an uncorrugated surface. The three
potentials stand for O2 [Vg(r, Z)], O2

- [Vm, (r, Z), m )
molecularly adsorbed], and O2

2- [Va(r, Z), dissociative state],
with nondiabatic coupling functionsVam(r, Z) andVgm(r, Z)
betweena/m and g/m accounted for. The potential and
coupling parameters were chosen such that the ground-state
adiabatic potential function, i.e., the lowest root obtained
from diagonalizing the potential matrix

reproduces experimental facts, such as geometries and
vibrational frequencies. The adiabatic ground-state surface
is also consistent with periodic DFT calculations.461 Initially,
the molecule resides as adsorbed species O2

- approximately
at the minimum of Vm, separated by barriers from a
physisorption well (minimum ofVg) and the dissociated state
(minimum valley ofVa). The barrier to dissociation is 0.34
eV, and the one toward desorption is 0.38 eV. An analogous
multistate model was devised by Kosloff and co-workers for
similar systems.462

A DIET scenario arising fromelectronexcitation for O2/
Pt(111) was modeled by Franck-Condon transition of the
inital wave function to the dissociative excited stateVa, which
corresponds to an attachment O2

- f O2
2-.277 It was then

time-evolved under the influence of the HamiltonianH )
1T̂R + V for a residence timeτR, and Gadzuk’s averaging
scheme was applied. Similarly, a resonancehole excitation
was modeled by Franck-Condon exciting the inital wave
function to the neutral excited stateVg and proceeding as
above. One can then calculate the branching ratio between
desorption and dissociation,

under different excitation conditions (electron or hole). In
the Gadzuk averaging, a sub-femtosecond excited-state
lifetime was assumed for the excited states, but a single,
“representative” residence timeτR ) 2 fs without averaging

gave results close to the averaged quantities. Vibrational
damping was accounted for by a simplified scheme, in which
fluxes going inr andZ directions were phenomenologically
damped with exponential damping factorse-t/τvib, with τvib

r

) 0.25 ps andτvib
Z ) 3 ps. It was thus assumed that

vibrational relaxation alongr is faster than alongZ.
In refs 211 and 277, the branching ratio under DIET

conditions was calculated asB < 1, comparable to the
experimental value ofB ∼ 0.5-1. This corresponds to more
dissociation than desorption after excitation with nanosecond
pulses.32 The branching ratio, however, depends sensitively
on details of vibrational damping. Under hole resonance
conditions, similar results were obtained.

The dependence of the branching ratio on vibrational
damping was further analyzed in ref 211, based on dissipative
Lindblad functionals as described in eq 51121,122 to treat
nonlinear vibrational relaxation and a stochastic wave packet
approach to solve the open-system LvN equation. In par-
ticular, the experimental finding was of interest that under
FL conditions, the branching ratio increases toB ∼ 5-30,
i.e., Ydes . Ydis.34 Similar findings apply to O2/Pd.31,135The
FLD/DIMET was modeled in a simplified way, by assuming
that a second electronic excitation took place after some delay
time. Figure 17 shows the branching ratioB, as a function

of delay time, for two different cases: without vibrational
relaxation and with vibrational relaxation. Note that in the
latter case,B > 1 for all delays, in agreement with
experiments. This behavior has its origin in the anisotropic
vibrational relaxation: Becauseτvib

Z > τvib
r , the Z mode is

still vibrationally “hot” when the second electronic excitation
takes place. In contrast, ther mode has already relaxed.
Therefore, the desorption (alongZ) is greatly enhanced over
dissociation (alongr), under FLD conditions.

7.3. DIMET
This last example makes the connection to FLD from metal

surfaces, which has been realized for many other systems.

7.3.1. NO on Metal Surfaces

The first system for which DIMET has been observed is
NO/Pd(111), with a nonlinear scaling of the yield with
fluence according to eq 1 and an exponentn ) 3.3.23 This
and the other DIMET hallmarks as described in the Introduc-
tion, notably the higher DIMET yield as compared to DIET,

V ) (Vg Vgm 0
Vgm Vm Vam

0 Vam Va
) (156)

B )
Ydes

Ydis
(157)

Figure 17. Branching ratioB for O2/Pt(111) as a function of delay
time between two subsequent excitations. The two curves are
without (bullets) and with (filled squares) vibrational relaxation
taken into account (solid); after ref 211.
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were reproduced and explained in ref 25 with the help of
stochastic trajectory simulations, using two-state models. The
stochastic trajectory calculations are the classical analogues
to the quantum mechanical DIMET models based on open-
system density matrix theory as described in section 2.3.4,
when realized by a MCWP algorithm.178 The classical
particles undergo random jumps between two potentialsVg-
(Z) (neutral state) andVa(Z) (anion state). These jumps are
governed by the upward rateWgfa

el that depends on the
time-dependent electronic temperatureTel(t), and the down-
ward rateWafg

el . The latter was assumed to beτel ) 2 fs in
ref 25. The electronic temperature was calculated from the
2TM.

Another important hallmark of DIMET is the ultrashort,
sub-picosecond response in FLD, recorded by 2PC. For NO/
Pd(111), 2PC was measured and simulated, using Arrhenius
type rate equations and the 2TM in ref 24.

The open-system density matrix approach was applied in
refs 117, 180, 181, and 448 for FLD of NO/Pt(111) within
a 1D model and extended in refs 183 and 184 to two modes
(r, Z). Also, here,τel ) 2 fs was assumed (in the 1D model),
and the 2TM was applied to obtain the upward rate in eq
110. The LvN equations were solved either by direct density
matrix propagation,181 by stochastic wave packet meth-
ods,178,184 or by a variational wave packet method.212 The
use of stochastic wave packets also allowed us to quantify
the notion of “multiple” in DIMET. As a result, for realistic
Tel(t) profiles, it was found that the average numberM per
pulse is surprisingly small.181 This is consistent with an
independent analysis of Gadzuk.463

Again, the nonlinear scaling law (eq 1) could be repro-
duced within the 1D two-state matrix model.117,448A scaling
exponent in eq 1 ofn ≈ 4.4 was found, in reasonable
agreement with the experimental value ofn ) 6 ( 1.27

Unlike in direct photochemistry, wheren can be interpreted
as the number of photons needed to break the bond, in the
indirect, hot-electron-mediated process,n has no simple
physical interpretation. The excitation rateWgfa

el depends
exponentially onTel(t), which itself depends nonlinearly on
the laser field. To be more quantitative, in Figure 18, the

maximum electronic temperatureTel
max is shown for Pt(111),

when 80 fs Gaussian pulses with increasing fluence are used,
together with the corresponding excitation rates. In Figure
18a,Tel

max(t) is plotted againstF1/2. From the almost perfect
linear relationship, one findsTel

max ∝ F1/2, in excellent
agreement with an estimateTel

max ∝ xF given by Corkum et
al.464 and also in ref 131. In Figure 18b corresponding,
selected excitation rates are given.

In ref 117, besides electronic relaxation, also vibrational
relaxation of the NO-surface vibration was accounted for,
leading to a reduction of the desorption yield also in DIMET.
In ref 117, it was further found, based on calculation of the
vibrational state distributionPV(t) of the NO-substrate
vibration from the full density matrix, thatPV(t) is nonther-
mal, at least for hundreds of femtoseconds, rendering the
notion of a vibrational temperatureTvib in FLD somewhat
questionablesSee Figure 19.

As mentioned above, “phononic” vs “electronic” mecha-
nisms of FLD or other reactions can experimentally be
discriminated by 2PC measurements. Again, for NO/Pt, 2PC
traces of desorption yields were calculated, using the 1D two-
state density matrix/2TM.117 An observed, rapid initial falloff
of the Y(∆t) curve on the time scale of a few hundred
femtoseconds is indicative of the electronic mechanism. It
was also found, however, that the initial steep decay ofY(∆t)
is followed by a very slow decay extending far into the
picosecond and probably even nanosecond regime. Never-
theless, also in this regime, the mechanism is electronic in
the model, since no phonons were accounted for. The reason
for this behavior can be traced back to the prediction of the
2TM, of a fast decay ofTel(t) due to electron-phonon
coupling, followed by a slow decay as soon asTel ≈ Tph,
when diffusive cooling begins to dominate. As a conse-
quence, the second pulse finds the electrons “warm”, for long
times, which in turn leads to larger yields than expected for
two uncorrelated laser pulses. This finding suggests that the
classification as “phononic” or “electronic” mechanisms from
time scale arguments is not entirely straightforward.

To go beyond the concept of bath and system temperatures,
Koch et al. applied their surrogate Hamiltonian for FLD of
NO from NiO(100). As mentioned earlier, however, because
the substrate is no metal, direct dipole excitation of the
system dominates,399,400and DIMET cannot be observed. This
is consistent with FLD experiments for NO from NiO, where
at most a slight superlinear dependence of the yield on the
laser fluence was observed.465-467 In refs 399 and 400, on
the other hand, a dependence of computed observables such
as desorption probability and velocity distribution, on the
pulse length (rather than only the fluence), was predicted.

7.3.2. O2 on Metal Surfaces

FLD in the DIMET regime was also observed for O2 at
metal surfaces, as said earlier. In refs 149 and 152, the

Figure 18. (a) Maximal electronic temperatureTel
max as a function

of laser fluenceF. (b) Time dependence of the excitation rate
Wgfa

el (t) for three laser fluences 4.5, 6, and 7.5 mJ/cm2 (from
bottom to top); after ref 117.

Figure 19. PopulationsPv of the vibrational states of the NO-Pt
bond at t ) 400 fs, according to a density matrix model.117 A
Gaussian laser pulse with fwhm 80 fs and a fluenceF ) 6 mJ/cm2

and wavelengthλ ) 619 nm has been used for excitation. All states
up to the desorption continuum of NO-Pt, starting atE ) D )
1.08 eV, are shown.
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“weakly nonadiabatic” theory of section 2.2 was applied to
DIMET of O2 from Pt(111), in a 1D model, assuming the
validitiy of the concept of a vibrational temperature during
desorption. Both the perturbative model described above and
a nonperturbative, scattering-theoretic approach for the
transition ratesWRfâ were used. In this latter approach, the
inelastic transition ratesWRfâ are calculated as468,469

Here, the scattering matrix element from initial vibrational
state|R〉 and metal electronic state|k〉, to final state|â〉, |k′〉
is

where theVak values are the coupling matrix elements defined
in the Newns-Anderson Hamiltonian (eq 66). In eq 158,fk
is the occupation number of metal electron state|k〉 at
temperatureTel, and (1- fk′) is the corresponding probability
for state|k′〉 to be empty. Furthermore,Λa is the shift and
∆a is the broadening of the resonance level|a〉, as defined
earlier. The intermediate states|m〉 in the eq 159 are the
eigenstates of the negative ion resonance state, which are
temporarily occupied.

It was found that the two approaches (called models A
and B in refs 149 and 152), give quite similar results, while
a classical treatment underestimates the “vibrational heating”.
In ref 149, it was also argued that, if initially no off-diagonals
of the density matrix are present, they do also play no big
role during the FLD process, making a master equation
approach valid.

In ref 149, a nonlinear scaling lawY ∝ F5.6(0.4 was found
for DIMET with single 80 fs pulses, as compared to the
experimental observationY ∝ F6.4. Also, 2PC traces were
modeled. For O2/Pt(111), the 2PC yield shows a feature about
0.6 ps (hwhm) wide, which was well-reproduced by the
model.149

Another theory toward FLD has been presented in ref 470.
Nonequilibrium Green’s functions were used in conjunction
with DFT, to compute from first principles the probability
of desorption or dissociation of O2 on Ag(110), as a function
of photon energy.

7.3.3. CO on Metal Surfaces
The FLD of CO from metal surfaces in the nonlinear

fluence regime has been the subject of numerous investiga-
tions. Again, the nonlinear yield-fluence dependence ac-
cording to eq 1 and the ultrashort response times in 2PC
traces were the most striking experimental results. For CO/
Cu(111), the exponentn in (eq 1) isn ) 3.7.28 For CO/Cu-
(100), at a coverage of 0.5, one findsn ) 8 ( 1 in the
(absorbed) fluence range between 4.3 and 4.6 mJ/cm2 and a
2PC halfwidth of about 2 ps.29

The theoretical modeling of these processes/systems ranges
from Arrhenius expressions (eq 24 or 58) in conjunction with
temperature models (section 2.2.1), over the more sophisti-
cated MD with electronic friction method (also section 2.2.1),
to coupled wave packet schemes (section 2.3.2) and open-
system density matrix theory (section 2.3.4).

In refs 29 and 471, the Arrhenius eq 24 has been used,
and eqs 59 and 60 applied to various adsorbate modes of
CO/Cu(100). For the CO-Cu mode, electron-vibration and
phonon-vibration couplingsηel ) (6 ps)-1 andηph ) (3 ps)-1

were chosen. For the C-O mode, ηel ) (2 ps)-1 was
assumed, andηph

-1 was found to be very long. By assuming
that the CO-Cu mode is the vibrational coordinate along
which desorption occurs and using the appropriate frequency
factor B in eq 24 and the vibrational temperature of that
mode, the exponentn found in eq 1 wasn ) 8.4, in
agreement with the experimental value.29 It was also argued
in ref 29 that other modes of adsorbed CO, namely, the
frustrated rotations and translations, cannot be fully excluded
as possible desorption modes.

The procedure applied in ref 29, namely, applying one of
the Arrhenius expressions (eq 24 or 58) to a selected
(guessed) desorption mode, with parameters (ηel, ηph, B, and/
or Ea) either fitted or taken from other sources, is an
established technique to rationalize the experimental outcome
of FL-induced reactions at surfaces.6,9,10 Of course, this
approach is somewhat empirical and relies on a 1D reaction
path.

For CO/Cu(100), Head-Gordon et al. found by MD
simulation with electronic friction and all six, coupled
adsorbates modes included (see eq 64),n ∼ 5.6 for half
coverage.144,145Their model has the additional advantage that
also the translational, rotational, and vibrational energies of
the desorbing molecules can be obtained. In the MD
simulations, the frictions were chosen consistent with the
friction tensor computed in ref 140.

The FLD of CO from Cu(100) in the nonlinear regime
was also the subject of a number of quantum mechanical
investigations, using “strongly nonadiabatic” models. Micha
and co-workers adopted modified open-system density matrix
theory and/or dissipative wave packet models, the latter with
up to four modes (Z, θ, X, φ), finding an exponentn ∼
3.472-478 In their modeling, the excitation is through an
“effective dipole”, suggesting a more direct dependence of
the desorption dynamics on laser parameters than in other
models. Such a more direct dependence, however, is
questionable in the case of indirect, e.g.m hot-electron-
mediated mechanisms, where, for example, no dependence
of the cross-sections on the laser polarization and hence
dipole orientation is found. The hot-electron-mediated FLD
of CO from Cu surfaces was also studied in ref 479, by a
three-state dissipative wave packet model, where one state
represents a metal excitation.

7.3.4. Other Systems

Apart from the systems mentioned, for a number of other
adsorbates and surfaces, hot-electron-mediated FLD has been
observed and, in most cases, also modeled by Arrhenius type
rate equations and electronic friction models. One example
is the associative desorption of H2 from Ru(0001),6 where a
large isotope effect was observed after replacing H2 by D2.
Recently, this system has also been treated with two-mode
MD with electronic friction.480 This work showed good
agreement between theory and experiment as far as the
scaling of the yield with fluence and the internal energy
distribution of the desorbing molecules is concerned.

Another example is FLD of CO from Pt(111), where the
fluence dependence of the yield is again strongly nonlinear,
but the actual exponentn depends on the pulse length.481

This is therefore an example where not only the fluence but

WRfâ )

∑
k,k′

2
2π

p
fk(1 - fk′) |Tâk′,Rk|2 δ(Eâ + εk′ - ER - εk) (158)

Tâk′,Rk ) ∑
m

〈â |m〉 〈m| R〉 Vak′
* Vak

εk + ER - (εa + Λa) - Em + i∆a

(159)
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also the pulse shape counts. However, no difference in the
desorption yield was found when chirping the pulse.481

Furthermore, in ref 482, NH3 and ND3 were desorbed from
Pt(111) with FL pulses. Interestingly, here, no dependence
on the pulse length was observed, and also the clear isotope
effect reported for DIET with nanosecond lasers was not
found.

8. Related Processes: STM-Induced Desorption
and ESD

8.1. STM-Induced Desorption
It has been stated that STM-induced desorption or

analogous reactions are closely related to DIET when the
STM operates in the “above threshold regime”, and related
to DIMET when operating “below threshold”. As a concrete
example, the desorption and switching of H at Si(100) have
been mentioned.

Ultrafast STM desorption was not only observed for H/Si
but for larger molecules as well. An example is the desorption
of benzene from Si(100)2× 1, at negative voltages.39,40,203

The desorption yield depends linearly on current, indicative
of a single-electron process.

A 2D two-state model has been devised,39,40,203 with
(dimensionless) desorption coordinateZ and a “butterfly”
modeX. The first is related to the molecule-surface distance,
the second one is related to the buckling of the benzene
molecule, as indicated in Figure 20.

At negative sample bias, the HOMO is being depopulated;
therefore, a positive ion is expected to be a good representa-

tive of the excited-state resonance. Gadzuk’s jumping wave
packet model was used for STM-induced DIET. A lifetime
τel of the positive ion resonance ofτel ∼ 7-20 fs was
assumed, to rationalize the observed, high efficiency of the
desorption process. Mechanistically, it was suggested that
the molecule, which is buckled in the ground state, tends to
planarize after Franck-Condon excitation and then desorbs
from the surface vibrationally excited, in the butterfly mode.
Further examples, and the perhaps more interesting STM-
DIMET regime, will not be covered here beyond what
already has been said.

8.2. Electron-Induced Desorption
Instead, I briefly turn to electron-induced processes such

as ESD, which are also often described by jumping wave
packet models analogous to DIET, with an initial, impulsive
excitation. An example is the ESD of CO from Ru(0001)
by 150 eV electrons,72,73 which was studied theoretically in
refs 204 and 205.

In contrast to the “low-energy” excitations considered so
far, the high-energy electrons probably lead to a double-
excitation of the CO molecule.72 As a consequence, not only
vibrational excitation, but in fact a vibrational population
inversion for the desorbing molecule was found experimen-
tally, with a maximum aroundV ) 30. The possibility that
some of the molecules might dissociate was mentioned.72

In refs 204 and 205, a 2D two-state model was developed
with Z, the CO-surface distance, and the C-O distance,r,
i.e., desorption and dissociation mode. The excited state was
assumed to be the 3σ-1 4σ-1 2π+2 doubly excited state, with
a strongly elongated C-O bond and CO-surface distance.483

After Franck-Condon excitation and subsequent relaxation,
the molecule desorbs with enormous vibrational energy, as
shown in Figure 21. The vibrational excitation is a conse-

quence of the substantial bond lengthening in the doubly
excited state, of about∆r ∼ 0.6 Å. Also, dissociation occurs
to some extent. The excited state lifetime is essentially
unknown and was assumed to be in the few femtoseconds
range.

Figure 20. Neutral ground state (a) and positive ion state (b), for
benzene on Si(100)2× 1 in the two-mode model. The calculations
were done with a cluster on the B3LYP/6-31G** level of theory.
Stationary points are indicated by dots, and the corresponding
geometries are shown.203 Reprinted with permission from ref 203.
Copyright 2000 American Institute of Physics.

Figure 21. Vibrational state distributionsP(V) for CO desorbing
from Ru(0001), for two different excited-state lifetimes.204
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A more recent example of ESD is that of CH3Br from
O/Ru(001). Here, pronounced steric effects were predicted,206

with a Br-up configuration desorbing with a much higher
probability than a Br-down configuration. Also, in this
example, bimodal two-state models were employed. The
excited state was assumed to be an anion state.

9. Controlling Surface Reactivity
We close this review by describing several actual develop-

ments toward thecontrol of ultrafast molecular desorption
from surfaces.

9.1. Control by Nanostructuring
While ideal, extended surfaces are a useful reference, and

they may not be ideal for practical applications of surface
photochemistry. Here, as in heterogeneous catalysis, confined
structures such as clusters or films can offer advantages.

For example, it has been found that NO molecules desorb
from amorphous or ordered aggregates (5-80 Å in diameter)
of Pd atoms on alumina surfaces, very efficiently when
stimulated with nanosecond UV light (DIET conditions).484

The photodesorption cross-section increases with decreasing
aggregate size over at least 1 order of magnitude. It has been
conjectured that this may be due to additional binding sites
with low adsorption energy, but electronic effects may also
play a role.484

Electronic effects are clearly responsible for the high
photoreactivity of Ag nanoparticles, where plasmon-enhanced
photochemistry was observed experimentally. Plasmons are
collective excitations of the metal electrons, which resonantly
enhance the electric field at the surface. As a consequence,
the direct photoreaction cross-section increases. This mech-
anism was predicted theoretically some time ago.485,486Other
enhancement channels are due to the coupling of plasmons
to electron-hole pairs, or phonons, leading to indirect,
incoherentadsorbate excitation. A plasmon-enhanced, phonon-
induced reaction is the FLD of water from quartz-supported
Ag clusters, as demonstrated in ref 487. An example of direct
excitation of a short-lived surface plasmon, possibly coupled
to hot electrons, leads to desorption of NO molecules from
Ag clusters on alumina.488 Surface plasmons were already
known to enhance the photoreactivity of adsorbates on
roughened Ag surfaces.489

In addition, the photoreactivity of an adsorbate may be
enhanced by other mechanisms: (i) The lifetime of inter-
mediate states could be dramatically influenced by quantum
size effects. For metal films, for example, it is known from
calculations that the density of electronic states in the solid
varies discontinuously with film thickness, thus causing a
discontinuous behavior also for the lifetimes.375,395,490Simi-
larly, for metal clusters, it was shown by DFT, the jellium
model, and the self-energy formalism that small metal
clusters show a nonmonotonic lifetime as a function of cluster
size.491 In cases for which the lifetime is very long, the
molecule can gain more energy in the excited state; therefore,
the desorption cross-section increases.

(ii) In the case of “hot-electron”-mediated FL chemistry,
the confinement may have an influence on theTel(t) curve.
This latter effect was demonstrated in ref 448. In Figure 22a,
I show the time-resolved electronic temperatureTel(t), at the
surface of Pt(111) films several to many nanometers thick,
after excitation by FL pulses.448 For the calculation, the 2TM
was used with a thickness-dependent source termS(t)

according to eq 56. It is first of all seen that with decreasing
film thickness, the maximum electronic temperature,Tel

max,
increases. From Figure 18a, I recall thatTel

max is propor-
tional toxF, now one finds an approximate relationTel

max ∝
xF/d, suggesting that loweringd has as similar effect as
increasingF. From Figure 22a, it is also evident that the
electronic temperature is high for a longer time, before heat
diffusion can cool the electrons down. As a consequence,
the hot-electron-mediated desorption depends sensitively on
film thickness, as shown in Figure 22b. Here, the desorption
probability has been calculated with the open-system density
matrix approach of above.

Another way of how to enhance photoreaction cross-
sections has been suggested in ref 492. Accordingly, when
depositing an ultrathin metal film on a semiconductor, UV/
vis photons would create hot electrons or holes in the
semiconductor. These will then tunnel through the metal layer
to the adsorbate to form an ion resonance by electron or hole
attachment. It was argued that this leads to an enhancement
factor ∝ 1/d, and for films a few tens of Ångstroms thick,
the reaction cross-section might increase a factor of about
10. A related but different proposal to enhance reaction cross-
sections is due to Gadzuk,493,494who suggested to use metal-
insulator-metal tunnel junction devices to tune electron
(hole) energies into resonance.

9.2. Laser Control of Surface Reactions

There are also attempts to control surface photoreactivity
by the light source itself. A difficulty arising in the case
substrate-mediated photochemistry is that the adsorbate is
excited only indirectly; that is,coherent controlis evi-
dently not easily possible. Of course, there is the “trivial”
control by laser frequency and fluence. Also, the reaction
cross-section of FLD will be enhanced by a sequence of laser
pulses, rather than a single pulse, as observed in 2PC
experiments.

Similar ways ofincoherent controlhave been predicted
in ref 448, where theshapeof the laser pulse envelope was
proposed as a possible control parameter, in agreement with
the experimental finding for CO/Pt(111) as mentioned
above.481 The predicted controllability of FL-desorption by
chirped pulses,473 on the other hand, was not supported by
experiment: Neither a positive nor a negative chirp had any
effect on the desorption of CO/Pt(111), at least in the range
of experimental parameters considered.481

Figure 22. (a) Tel(t) curves for thin Pt films, obtained with the
2TM.448 A Gaussian laser pulse polarized perpendicular to the
substrate was used with fluenceF ) 6 mJ/cm2, fwhm ) 80 fs, and
λ ) 619 nm. Thed ) 500 nm result is indistinguishable from the
bulk. (b) Desorption yields resulting from the open-system density
matrix model, for different film thicknessesd.
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While UV/vis photons penetrate most metal surfaces thus
favoring hot-electron mechanisms, IR photons couple directly
to the adsorbate-surface bond. It has therefore been sug-
gested to use a IR+ UV/vis strategy to first vibrationally
excite the adsorbate and then to desorb it by electronic
excitation.180,181,201,202,260,404,405,449From DIMET, one knows
that vibrational excitation favors desorption. This is also
consistent with a number of experimental findings for DIET,
where vibrational preparation was achieved by surface
heating.495-497 As an example, it was shown that the DIET
yield of CH3 radicals desorbing from GaAs increases by a
factor of about 10 when heating the substrate from 100 to
580 K.496

In the realm of molecular reaction control, the IR+ UV
strategy is known as “vibrationally mediated chemistry”.498-500

For surface science, it was suggested that IR preexcitation
will not only lead to larger UV/vis desorption yields but may
also be used for isomerization reactions208,406and for isotope-
selective chemistry.404,405

In most of these cases, IR pulses in the picosecond domain
were optimized by assuming a certain shape, e.g., Gaussian
or sin2, and a fixed frequency. Only recently, OCT was
adopted.449 In ref 449, a hybrid quantum control scheme for
NO/Pt(111) was suggested, namely, coherent excitation of
the NO-Pt vibration with IR pulses obtained from OCT,
followed by the incoherent electronic excitation by hot
electrons. Again, the 1D two-state model within open-system
density matrix theory with Lindblad excitation/deexcitation
operators181 was used. It was found that the optimal IR pulse
prepares the NO molecule such that it moves toward the
surface at the moment when the hot-electron excitation sets
in. By this preparation, the Antoniewicz mechanism is
enhanced, and the desorption yields are found to increase
by a factor of about 8.

It is expected that an entirely coherent control of surface
photoreactions would be more effective. This requires,
however, a direct electronic excitation. The latter is possible
for Cs/Cu(111), which, as outlined above, can bedirectly
excited from the SS to the Cs-Cu antibonding state (A) by
a FL pulse and for which coherent phase control of
desorption has been predicted.329 Another example where
coherent laser control of desorption, in this case of halogens
from alkali halides via a surface exciton mechanism has been
realized and modeled, was described in ref 501.

Direct control of photoreactions on semiconductors has
also been suggested, as outlined earlier. Examples are the
photodesorption of H from Si(100) and the lateral switching
of H on the same surface208 by FL pulses. Both reactions
were found to sensitively depend on whether the H-Si bond
was preexcited by IR pulses or not.

10. Conclusions
Desorption of atoms and molecules from surfaces, despite

comparatively simple, is one of the key reactions in surface
science. It can be initiated by various sources, ranging from
simple heating over direct excitation with light sources or
blackbody radiation, to hot electrons, high-energy electron
beams, and other energetic particles. The time scales for
desorption span a wide range from femtoseconds to seconds
and longer, depending on the system and source of excitation.
Furthermore, desorption serves as a model reaction for many
other dynamical processes at adsorbate-covered surfaces.

There are many actual developments in the field, both
experimentally and from the theoretical point of view. One

example is that the time limit of ultrafast processes is more
and more being pushed into the attosecond domain, also for
surfaces.398 Attosecond processes are very popular at present
in atomic and molecular physics, because they define the
natural time scale of electronic motion.502 From the theory
point of view, powerful methods are being developed to
follow electronic motion in real time.503-514 This will be very
beneficial also for adsorbate systems, where the direct
monitoring of electron dynamics after photoexcitation plays
an increasingly important role. Apart from the examples
given above, this also becomes evident for “solvated
electron” dynamics at surfaces.515-522

Another line of research, connected with scanning tun-
neling microscopy but also with molecular junctions, aims
at pushing the spatial resolution to the molecular limit. The
combination of STM or molecular devices with light holds
promises, for example, for the light-induced switching of
electronic currents through adsorbed molecules.523

The (quantum) theoretical models and methods of all of
these phenomena, as different as they seem at first glance,
share many common aspects. One trend for the future seems
to be that the more generic, model-like theories of previous
years are being complemented by the first-principles model-
ing of concrete systems. Still, the underlying concepts form
the basis for numerical investigations and often provide a
deeper understanding.
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(398) Föhlisch, A.; Feulner, P.; Hennies, F.; Fink, A.; Menzel, D.; Sa´nchez-

Portal, D.; Echenique, P. M.; Wurth, W.Nature2005, 463, 373.
(399) Koch, C. P.; Klu¨ner, T., Freund, H.-J.; Kosloff R.Phys. ReV. Lett.

2003, 90, 117601.
(400) Koch, C. P.; Klu¨ner, T.; Freund, H.-J.; Kosloff R.J. Chem. Phys.

2003, 119, 1750.
(401) Bonn, M.; Hess, C.; Wolf, M.J. Chem. Phys.2001, 115, 7725.
(402) Beyvers, S.; Ohtsuki Y.; Saalfrank P.J. Chem. Phys.2006, 124,

234706.
(403) Saalfrank, P.J. Chem. Phys.2000, 113, 3780.
(404) Saalfrank, P.; Paramonov, G. K.J. Chem. Phys.1997, 107, 10723.
(405) Paramonov, G. K.; Saalfrank, P.J. Chem. Phys.1999, 110, 6500.
(406) Paramonov, G. K.; Saalfrank, P.Chem. Phys. Lett.1999, 301, 509.
(407) Saalfrank, P.Int. J. Quantum Chem.2000, 80, 210.
(408) Pearlstine, K. A.; McClelland, G. M.Surf. Sci.1983, 134, 389.
(409) Liu, L.; Feldman, L. C.; Tolk, N. H.; Zhang, Z.; Cohen, P. I.Science

2006, 312, 1024.
(410) Tully, J. C.Science2006, 312, 1004.
(411) Heidberg, J.; Stein, H.; Riehl, E.Phys. ReV. Lett. 1982, 49, 666.
(412) Gortel, Z. W.; Kreuzer, H. J.; Piercy, P.; Teshima, R.Phys. ReV. B

1983, 27, 5066.
(413) Dzegilenko, F.; Herbst, E.J. Chem. Phys.1994, 100, 9205.
(414) Dzegilenko, F.; Herbst, E.; Uzer, T.J. Chem. Phys.1995, 102, 2593.
(415) Brivio, G. P.; Rossi, M. L.; Torri, M.; Gortel, Z. W.Phys. ReV. Lett.

1996, 76, 3376.
(416) Ohtsuki, Y.; Kato, T.; Fujimura, Y.; Lin, S. H.J. Chem. Phys.1997,

106, 4339.
(417) Nakagami, K.; Ohtsuki, Y.; Fujimura, Y.; Lin, S. H.Phys. Chem.

Chem. Phys.2003, 5, 528.
(418) Woittequand, S.; Toubin, C.; Pouilly, B.; Monnerville, M.; Briquez,

S.; Meyer, H.-D.Chem. Phys. Lett.2005, 406, 202.
(419) Kosloff, R.; Zeiri, Y.J. Chem. Phys.1992, 97, 1719.
(420) Seideman, T.J. Chem. Phys.1993, 99, 4766.
(421) Guo, H.; Schatz, G. C.J. Chem. Phys.1991, 94, 379.
(422) Seideman, T.; Guo, H.J. Chem. Phys.1995, 103, 2745.
(423) Hintendender, M.; Rebentrost, F.; Kosloff, R.; Gerber, R. B.J. Chem.

Phys.1996, 105, 11347.
(424) Giorgi, J. B.; Ku¨nemuth, R.; Polanyi, J. C.; Wang, J.-X.J. Chem.

Phys.1997, 106, 3129.
(425) Giorgi, J. B.; Ku¨nemuth, R.; Polanyi, J. C.J. Chem. Phys.1999,

110, 598.
(426) Garcı´a-Vela, A.; Gerber, R. B.J. Chem. Phys.1993, 98, 427.
(427) Schro¨der, T.; Schinke, R.; Bacˇić, Z. Chem. Phys. Lett.1995, 235,
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