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1. Introduction

1.1. General

The desorption of atoms or molecules from solid surfaces
is a key step in heterogeneous catalysis, photocatalysis,
electrochemistry, and surface nanochemistry. The breaking
of a bond between an adsorbate and a surface can be
extremely fast (i.e., femtoseconds, 1®s, and below) but
also very slow (i.e., seconds and above), depending on the
enforcing conditions and on the specific system under
consideration.

In this review, | will mostly be concerned with ultrafast
desorption on the (sub-) picosecond time scale, enforced with
photons. Occasionally, however, slower reactions will also
be considered. Photodesorption continues to attract attention
from both experimeit and theory. Photodesorption is
interesting not only per se but also as a prototypical example
for a wider class of nonadiabatic surface reactibAsiong
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these are simple vibratiorfahnd rotational excitation of
molecules, photodissociatiGnphotoassociatiof! photo-
diffusion° and more complex photoreactidtef adsorbed
species, with potential implications for molecular
machines} ** molecular rotorg*'>and molecular switchées.
Some of these reactions will be covered by other authors in
this thematic issue o€hemical Reiews

1.2. Mechanisms of Photodesorption

Photodesorption, the simplest of all photoreactions at a
surface, can be enforced either directly or indirectly, i.e.,
substrate-mediated. In the first case, either infrared*(IR)
or, more commonly, ultraviolet/visible (UV/vis) photdns
couple directly to the dipole or transition dipole moment of
the adsorbatesubstrate complex. For weakly bound adsor-
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hydrogen atoms on the polarization was observed, with
polarization along the HSi bond favoring the reactioff.

An example for the second class is photodesorption of NO
from Pt(111), where no such dependence on laser polarization
was founc?t??

The indirect, substrate-mediated excitation can further be
categorized according to the photon density of the exciting
light source. With low-fluence light, typically realized with
continuous wave (cw) or nanosecond-pulse lasers, one
observes, in the context of photodesorption, so-called DIET,
desorption induced by electronic transitions. Experimentally,
DIET of adsorbates from metals is characterized by com-
paratively small desorption probabilitieg per absorbed
photon and by a yield that increasésearly with laser
fluence. In contrast, with intense light sources such as
femtosecond lasers (FLs), one observes so-called DIMET,
desorption induced by multiple electronic transitions. For this
reaction, which was pioneered by Heinz and co-workers,

a number of “hallmarks” have been identified, which
distinguish it from DIET. These hallmarks are as follows:
(i) The desorption yield is usually, at the same wavelength,
larger in DIMET than in DIET. (ii) The desorption yield
increasessuperlinearly with laser fluence,F. Often, an
empirical power law

Y=AF Q)

is observed withn > 1 (typically 2—10). An illustrative
example is, again, NO/Pt(111), where at low absorbed
fluences up to about 1.5 mJ/éna linear increase’ O F
was found and a power la¥ O F5! was found at higher
fluence$’—See Figure 1.

1000
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Figure 1. Desorption of NO from Pt(111). Desorption yieftas

a function of absorbed laser fluenEgafter ref 27 (one data set).
The two lines are curve¥ O F andY O FS, respectively.

bates, the black body radiation at ambient temperatures

suffices to induce direct desorptié#hl® Direct excitation is
also the rule for IR excitation, even at metal surfaces, which
frequently act as “mirrors” for IR photons. On the other hand,
in UV/vis, direct excitation only dominates for semiconductor

The nonlinear scaling (1) has been observed in a number
of FL-induced desorption (FLD) experiments, such as NO/
Pd(111% (exponentn ~ 3.3), CO/Cu(11#} (n ~ 3.7), CO/
Cu(100%° (n ~ 8), or O/Pd(111§%3! (n ~ 6). Nonlinear

or insulating surfaces. In contrast, metal surfaces have a largescalings were also observed for several other photoreactions,
absorptivity at these shorter wavelengths, thus preferring thesuch as photodissociation of,@n Pt(111¥34 or the

indirect route. In this case, desorption is a two-step process,
i.e., initial absorption by the surface and subsequent transfer

photodiffusion of Q on Pt(110)
Besides the desorption yield, other properties of the

of energy to the adsorbatsubstrate complex. Direct and  desorbates may be different under DIMET conditions. For

indirect routes can experimentally be discriminated by a example, the amount of vibrational excitation of NO de-

dependence, or lack thereof, of the desorption yield and othersorbing from Pt(111), as well as the translational energy,

observables on the polarization of the incoming light: For increase with increasing laser flueriée.

direct excitation, the cross-section is largest with light  ynder DIMET or more general, under FL conditions, the

polarized along the (transition) dipole of the bond to be pranching ratiosof possible, concurring reactions can be

proken, while for substrate—medlated excitation, the polariza- different to DIET conditions. As an example, fos @dsorbed

tion plays only a minor role. on Pt(111), the preferred reaction is dissociation when
An example for the first scenario is H:Si(100)21, where nanosecond lasers are used, whereas molecular desorption

a strong dependence of the UV laser-induced desorption ofdominates under FL excitation conditiofts3
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DIET is brought about by infrequent, uncorrelated elec- (a) (b)
tronic excitations of the adsorbateubstrate complex. On
the excited-state potential energy surface(s) (PES), the
nuclear wave packet is nonstationary and feels forces, which

are absent in the ground state. The enforced nuclear motion \. ¥ RN
may eventually lead to the breaking of a bond, as will be
outlined in greater detail below. It is important to note that
the excited state(s) often couples efficiently to the internal
hv

degrees of freedom of the substrate, in particular to eleetron

hole pairs of a metal. As a consequence, the excited states

are resonancesi.e., short-lived intermediates rather than (c)
stationary states, with lifetimes,, often on the time scale

of femtoseconds. Once in the ground state again, from where

desorption occurs, the adsorbate also relaxes vibrationally,

on a somewhat longer time scale;,—typically within

picoseconds when the adsorbate vibration couples to electron

hole pairs. This time scale holds for the molectsairface

bond but also for internal mode$-or desorption, the former

is more relevant. DIET is realized if the average time between \
two subsequent electronic excitatiohsg, is long as com- i

gared .Etott.he lifetimese, anr?r"‘b' The individual ?XC'taﬂon/th Figure 2. Various PSD processes. (a) Ladder climbing by direct
eexciation processes have no memory ol each Other;(r photons) or substrate-mediated (phonon) excitation. (b) De-
therefore, the reaction yield increases proportional t6. sorption in a long-lived excited state after direct excitation, typically
In contrast, in DIMET, short, intense laser pulses cause yealized for insulator.s. (c) Desorptiqn in the. ground state.after
more than one, i.e., multiple, excitations of the adsorbate onintermediate population of a short-lived excited state, typically
the time scales of electronic and vibrational relaxation. This "éalized for metla' surfaces. |n|th|§ case, multiple exck']tat'on
is due to a high density of “hot electrons” created in the deexcitation cycles may occur, leading to DIMET (see the text).
metal surface. Often, the hot electrons are attached to thethe scanning tunneling microscope (STM), b hich
adsorbate and a “negative ion resonance” is formed. Duringd ndin : %t# II rgi]t Ifth P lied v It' y ;I;/n
action of the laser pulse, by vibratierlectron coupling, epe g on the polarity of the applied vo agaectrons
the adsorbatesurface bond becomes “vibrationally hot”, or hole_s tunneling from the STM tip enforce molecular
thus leading to “ladder climbing” in the electronic ground dy”?‘”?'cs (MD). . . . _ :
state and desorption. This is a complicated, correlated _Similar to photochemistry, different regimes exist in which
process, with the result that the desorption yield increasestN€ desorption yield, for example, increases either linearly
nonlinearly withF according to eq 1. with the tunneling current or in a nonlinear fashion. The

Intense laser pulses heat not only the metal electrons bUtltlr?:T)riaasnSorllgngnggg\/rgg(;rrng;gv%nabtir[aesﬂzigdfobryefgci?j:]?g
also the substrate phonons by electrphonon coupling. 9

Also, because the adsorbatgurface vibrations are coupled excitation, respectively. The “above threshold” regime, where

to the phonons, there is the possibility that intense laser pulsesY U 1, corresponds to DIET and arises from singular and

causethermal desorptiofin the ground state. In general, both  Uncorrelated excitations of the adsorbate. A single charge
mechanisms, “electronic’ and “phononic”, occur simulta- carrier emitted frpm the STM tip pr_owdes enough energy
neously witﬁ different weights Experiméntally one can © reach the excited state. For semiconductor surfaces, this

discriminate between phonon and electron mechanisms by'S ltsometlfmes se?/eralitl ?]Iect:onk;/olts, an consequently, a
two-pulse correlation(2PC) traced? Accordingly, one VO ade Of several VOIS has 1o be applied. N
records observables, such as the desorption yelds a At lower blas_ voltages, in the_ below thresholgl regime-,
function of the delay time\r between two laser pulses. As the charge carriers are energetlc_al!y unable to directly reach
a result of the nonlinear increase ¥iwith F according to ‘t‘ue resopar]:ceh Ne;ertleless, fs;lmllabr toleMET' a gratt):iual
eq 1, one typically obtains a sign¥lvs Az, which peaks . neating” of the adsorbatesurface bond can occur, by
sharply aroundir = 0, gradually falling off atAz — oo inelastic electron tunneling (IET), leading eventually to bond
If the half width at half maximum (hwhm) of thé§(At) curve breaking. For the desorption or other reaction, the yield is
is in the nanosecond range; this is indicative of a dominant tYPically much smaller than in the *above threshold” case
phononic mechanism. A hwhny picosecond suggests an and increases nonlinearly W]th the tunnglmg curfént. .
electronic mechanism (vide infra). The ultrafast response in _An experimental example is the STM-induced desorption
hot-electron-mediated FLD is therefore another “hallmark” Of H and D atoms from hydrogen-covered Si(106)21
of DIMET.24 surfaces. At positive sample biases beld V or so, the

In Figure 2, | summarize various photon-stimulated desorption yield is low €107 per tunneling electron) and

: PSD hich will in this iNcreases according to a power |&with the STM current
Sg;g:Ptlon (PSD) processes, which will be covered in this by “ladder climbing”$¢:37 Above a threshold of about 7 V,

the 0 — o* excitation energy for the SiH bond is met,
1.3. Related Phenomena leading to a DIET reaction with a Iarger yield c_)f abou§<3
e 108 per tunneling electron for H/Si. In this regime, a linear
It has been mentioned that photochemistry at surfaces isdependence of on | is found®>38 There are also examples
not restricted to desorption. Furthermore, all of the above where desorption of molecular systems has been achieved
reactions can also be initiated by energy sources other tharwith an STM, e.g., of benzene from Si(100)2 13940
electromagnetic radiation. The most prominent example is chlorobenzene from Si(111)¢ 7,* or NH; from Cu(100)*?

hv
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The STM thus offers, as additional control parameters, (a) (b) (c)
the current, the voltage, and the polarity of the bias. At
positive bias voltageys > 0 electrons tunnel from the tip to "
adsorbate in between. At negative sample bias voltages, SRR 8
< 0 electrons tunnel from the surface to the tip (or

the surface, inelastically scattering at empty orbitals of an T £ T
equivalently holes in the opposite direction), inelastically
v (indir.)
4T 1

scattering at occupied orbitals of the adsorbate. As a result,

the reaction can proceed, besides via neutral excited states
through negative ion and positive ion resonances, respec- |
tively, with possibly different outcomes. For example, at
positive sample bias, desorption of H is observed (see above)gigyre 3. various electron-mediated desorption processes: Hot-
At negative sample bias, both desorption and the lateral electron-mediated PSD, ESD, and STM-induced desorption.
“switching” of a hydrogen atom from one side of g 8imer

to a neighboring, empty, dangling bond site at the same dimer  |n Figure 3, | schematically indicate different “electron-
has been realizet:-** Lateral switching of adsorbates had  mediated” desorption processes, PSD via hot electrons (panel
earlier been observed, on metal surfaces, by Eigler and co-z), ESD (panel b), and STM-induced desorption (panel c).

workers®47 and Rieder and co-workef$.Also, vertical In passing, | note that other high-energy projectiles such
SW|tChg~°;0 (between a surface and the STM tip) are a5 atoms orions may also be used to enforce desorption and
known*: other nonadiabatic surface reactidhBinally, there is a close

In addition to resonant processes, the STM offers in connection of the physics and technigues to be covered by
principle also the route to tipfield-induced manipulations.  this review and nonadiabatic gasurface scattering.
In particular, at semiconductor or oxide surfaces, the field
strengths may become quite large (in the order of 1 V/A), 1.4. Focus and Outline of This Review
leading to a distorted ground-state potential and molecular

motion 5152 In this overview, | focus on recent advances indjoantum

f itchi . h theory and in particular of thedynamicsof processes at
prhart rom switching and desorption, there aregg_?;ljmber surfaces that are driven by photons and that lead to bond
of other processes, which can be triggered by an € preaking. The molecular manipulation via atomic force

vibrational excitation of adsorbates by inelastically tunneling microscopes and static-field manipulation via an STM will
electrons is used in scanning tunneling spgctroscoyy G™8).  nhot be reviewed. Resonance-mediated, STM-induced pro-
Other examples are STM-induced diffusitit} STM- cesses such as IET and subsequent reactions will only be

induced rotatiorégof molecul®s* or of i”qiv.id?'“i')?é4“nit5 of  {reated to an extent that allows one to make connections to
large molecules; STM-induced dissociatiof,>* STM- photon-induced chemistry. Finally, | emphasinaclear

induced reaction® and STM-induced isomerizatid@861n dynamicsin the following. The focus is also on #me-

ref 42, it was also demonst_rated that it is possible, by varying dependendescription, despite the fact that time-independent
current and voltage, to influence the outcome of IET. approaches can be very usefil?

Specifically, the tunneling electrons were tuned to either “This review is organized as follows. In the next section, |
desorb NH molecules from a Cu(100) surface or translate | q present the most commomodels and methodsfor

them laterally. photodesorption. | will distinguish here between electroni-
Because current-induced surface reactions arise ffomcally adiabatic (section 2.1), weakly nonadiabatic (section
inelastic electrorrmolecule scattering, similar to substrate- 2 2), and strongly nonadiabatic dynamics (section 2.3). This
mediated, hot-electron chemistry, photon- and current- encompasses situations/models in which desorption occurs
induced reactions are frequently treated with very similar jn the ground state, by excited-state-driven ladder climbing
models and methods. Similarities exist also to problems in the ground state, and by explicit, active participation of
related to the transport of electrons (or holes) through one or several electronically excited states, respectively. The

molecular junctions and in molecular electrofiic&—in this discrimination between “weak” and “strong” nonadiabaticity
case, STM tips and substrates are simply replaced byis somewhat arbitrary.
electrodes. The theoretical and numerical tools to treat the nuclear

Finally, nonadiabatic surface reactions can also be induceddynamics within a given model will also be outlined in
by electrons coming from other sources. In electron stimu- section 2, for the three “limits” mentioned above. In many,
lated desorption (ESD), for example, an electron beam but not all, models of photodesorption, the Be@ppen-
enforces the desired reaction. While electrons created by FLsheimer separation between electronic and nuclear motion is
or emanating from an STM are low in energy (typically in central, with nonadiabatic couplings being treated a poste-
the order of one to a few eV), electrons from a beam can riori, either explicitly or in some effective, reduced dynamics
have energies in the kiloelectronvolt regime. Even if not all way. The most frequently used techniques here are classical
of that energy is transferred to the adsorbate, high-energytrajectory (possibly with electronic friction) methods, semi-
excitations are possible; therefore, the outcome of an ESDclassical surface hopping, and wave packet and reduced
experiment is qualitatively different from a UV/vis photon- density matrix methods. Several of these methods come
stimulated process or an STM-induced process. For examplefogether with model HamiltoniarsSome of them will also
by using 150 keV electrons, Menzel and co-workers desorbedbe presented in section 2.

CO molecules from a Ru(0001) surfa@€? In contrast to A first step toward dynamics is the determination of
the milder conditions of typical PSD experiments, it was ground- and excited-state potentials of the adsorbaieface
observed that the desorbing molecules are vibrationally system. Methods to calculate those will be treated in section
extremely excited. 3. In reduced dynamics models, the electronically (and
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vibrationally) excited states are nonstationary, thus account-left. The latter is often simply the distanc&, of the

ing for the coupling to a “bath” of substrate phonons and desorbing species’ center-of-mass to the substrate.

electror-hole pairs. The computation of electronic and In the case of adiabatic dynamics, only the ground-state

vibrational lifetimes, and corresponding resonance widths, potential needs to be considered. The two most important

will be surveyed in section 4. adiabatic desorption reactions are IR-induced desorption and
In section 5, | will review recent theory in the field of phonon-induced desorption, respectively.

direct, IR photon-induced desorption and vibrational excita- , L

tion of molecules at surfaces. In section 6, | will give concrete 2.1.2. Laser-Driven Dynamics in the Ground State:

examples of theoretical models for photodesorption from Time-Dependent Schradinger Equation (TDSE)

insulating surfaces, when UV/vis light is used instead. Here, On a single potential surface, the IR-photon driven
the adsorbates can be treated as “weakly coupled” to thedesorption can be described by a TDSE for the nuclei
substrate, with the consequence that the physics is similar

to gas-phase dissociation. Strong coupling between adsorbate wWRY A

and surface modes is the rule for metal surfaces and at HO (R 1 (4)
sometimes for semiconductors. This leads to short lifetimes R

of excited states, which cannot be neglected. Photodesorptiorwherey is the nuclear wave function ar{t) is the nuclear
from semiconductor and metal surfaces will be covered in Hamiltonian

section 7. | will distinguish here between direct DIET (section N N

7.1), substrate-mediated DIET (section 7.2), and DIMET by H(t) = Tg + V(R) — u(R) - E(t) (5)
FLs (section 7.3). In section 8, related reactions will briefly . .

be considered, e.g., STM-induced desorption and ESD.Here, the dipole function is given as

Section 9 describes attempts to control surface photoreac- _ A

tivity, either by nanostructuring the substrate or by lasers. #(R) = W la(r, R)| Woll (6)
This review covers the last 8 years or so; however, it
sometimes digs deeper into history.

ih

where/(r, R) is the dipole operator and, is the ground-
state electronic wave function. The dipole (operator) and the
field E are vectors, which | neglect here for notational

2. Models and Methods for Desorption convenience. Equation 5 assumes the semiclassical dipole
. . . approximation, under which the electromagnetic field re-
2.1. Adiabatic Dynamics mains unquantized, and magnetic interactions and the

_ : L coordinate dependence of the electric fieldre neglected.
2.1.1. The Borm—Oppenheimer Approximation It should be noted that in general, the assumption of
Most of the theoretical models start with the Bern  coordinate-independent fields at adsorbates at metal surfaces
Oppenheimer approximation, in which the electronic and goes beyond the usual long-wavelength approximation for
nuclear motion are separated from each other, i.e., by solvingmolecular systems, because the metal electrons and the

an electronic Schidinger equation adsorbate modify the optical response. In particular, local-
R field effects can lead to enhanced photoreaction cross-
HW,(r, R =E(R) ¥, R 2 sections, and differences are found between s- and p-polar-

ized light’882 The TDSE (eq 4) must be solved subject to
| obtain, for various electronic stateshe electronic energy  an initial condition,y(t = 0) = yo. From the propagated

E = (W, |H,| W[ and the electronic wave functions;(r; wave function,

R). The latter depend on the coordinates of khelectrons, -

r = (ry, ra .., In), denoted byr for compactness and, pt)y=e "y, (7)
parametrically, also on the coordinatesN{ nuclei, R = i , N )
(Ry, Ry, ..., Ry,), denoted here &R H, = T, + V,, + Vir in one obtains expectation values of observaBlexsccording

eq 2 is the electronic Hamiltonian, containing the kinetic to

energy operatorT, of the electrons, the interelectronic N -

repulsionVy, and the electronnuclear attractio,r. When LA = Cp() 1AL (O (8)
adding the internuclear repulsiofkgR) to Ei(R), | obtain

the Born-Oppenheimer PESY,(R) on which the nuclei The TDSE can be solved in many different ways and

representation®:3*Expanding the nuclear wave function on

move the basispy(R) of the nuclear, field-free Hamiltonian,
Vi(R) = E(R) + VrR) 3) [Te+ V(R)] ¢(R) = E, ¢,(R) (9)
The Born—Oppenheimer surfaces aré&3 — 6 dimen- ie.,
sional functions. It is clear that for an adsorbaserface
system with a formally infinite number of atoms, most of PR Y= Cyt) (R (10)
those need to be treated as frozen or approximated in some a

other way. Often, the surface is considered rigid, leaving

only 3N, degrees of freedom iNas is the number of  [WIth Ca() = Wa [ (D, €q 4 becomes a matrix equation

adsorbate atoms. As a further restriction, in reduced- dc
dimensionality models, out of these modes, only the most ih—a — E.O . — E)] C 11
important ones (i.e., those actively participating in the at ;[ 5 0ap — tap E(O)] Cg (11)

dynamics) are considered. In an extreme but quite common
case, as a single coordinate, the “desorption coordinate” isHere,u.s = [, |u| ¢pplare dipole matrix elements connecting
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different levels on the *“vibrational ladder” toward the knowledge, the highest-dimensional problem in-gsisiface
desorption continuum. Note that in eq 11, | have neglected dynamics considered so far was a simple at@urface
diagonal field terms, i.e5uqE, Which cause a Stark shift  model, in which a single atom scattered at a surface described
of level jall Equation 11 has to be solved subject to an initial by 60 oscillator$?

condition,C,(0), resulting in time-resolved state populations , o
2.1.3. Laser-Driven Dynamics in the Ground State:

P (t)=|C,? (12) Density Matrix Description
08 (08
_ _ _ Instead of solving the TDSE (eq 4), one may resort to a
A desorption yield can then be defined as density matrix description and solve a Liouvigon Neu-
mann (LvN) equation
Yt)=1—- % P, (®) (13)
oeNy a_,az_l" Al =" 75

whereN; is the number of bound states, with an enefgy . . .
< D, andD is the binding energy of the adsorbate. In a one- where H, p] = H p — p H is the commutator between the
dimensional (1D) model with the adsorbaturface bond  nuclear Hamiltonian with field and the density operagor

treated as a Morse potentidl, is the Morse well depth and/fis the (Hamiltonian) Liouvillian. Equation 17 is solved
subject to an initial conditiong(t = 0) = po, formally by
V(Z) =D[1 — e 7* )2 (14) ;
p(t) =e€"" po (18)

andg,(2) are the boundH, < D) and free E, > D) Morse
eiggnfunctions, respectively. Thadesorption ratecan be For an initial pure state, for example, the ground s}at€)
defined as the density operator is

Y 3 p—y
Rip= fé_t (15) Po = I Tgho| (19)
) ) o _ Equation 19 can be solved with numerical techniques similar

Equatlons 13 and 14 are sensible definitions Only if the to those emp|oyed for wave functions. Again, “standard”

desorption is not “delayed” too much, as is sometimes the methods are know# as well as methods based on a

case in so-called vibrational pl’edesorption. There an internalmu|ticonfigurationa| expansioﬁ-. The latter approach al-

high-energy vibration wittE, > D may have been excited  |owed, for example, the solution of a LvN equation for CO/

initially. However, if the coupling of this mode to the Cu(100)-a system with six degrees of freedom, i.e., 12

desorptive mode is weak, bond breaking may be delayed todynamical variable® Oncep(t) is known, expectation values

an extent that it does not occur at all, within the time scale are calculated from a quantum mechanical trace:

of relaxation. An example for vibrational predesorption is R A

CO on NaCl(100), where the CO stretch vibration when [AL(t) = Tr {A p(t)} (20)

excited tov = 1 is above the adsorption enetgvide infra). ) .

For delayed desorption, a more sensible definition of the An advantage of the LVN equation over the TDSE is that a

desorption probability is thermal ensemble can be treated with a single propagation.
On the other hand, solving eq 17 is quadratically more

[ 2 expensive than solving eq 4 because twice as many dynami-

Y f Zdes“/)(z’ Q Q- DI7dZ (16) cal variables are involved. The true advantage of a density

) ) matrix description emerges for open-quantum systems, i.e.,
where Zqes is some distance far from the surface where a gystems that exchange energy and phase with a surrounding
particle can safely be considered “desorbed”. In eq 16, the «paih"—see section 2.1.6.
nuclear wave packet is the solution of eq 4. In coordinate |, the field-free system eigenstate representation, the LN
representation, it depends on the desorption coordihated equations for an IR-driven process are
other important (internal) mod&3,, Q,, etc. The coordinate

representation requires solution of the TDSE (eq 4) on a doyq i
spatial grid. This is anyway the preferred technique when = - — [Vaﬂ(t) Ppo — paﬁvﬁa(t)] (21)
the eigenfunctionsp, are not known, either becausé: at h

cannot be diagonalized and/or too many continuum states ) . )
would have to be consider&3Of course, if the desorption ~ for the diagonal elements of the density matrix and
is too much delayed, a wave packet propagation becomes do )
numerically prohibitive and alternatives such as master or ~Fof |
rate equations are required. a g{(Ea —Ep)+ Z Voo () Py5 = Py V(013

| do not review the numerical methods to solve a TDSE v 22)
here; for this, the reader is referred to refs 83 and 84. | do

mention, however, that with a direct product (grid) basis (the for the off-diagonals. The latter are also called “coherences”,

“standard model”), presently, wave functions with up to and the former are interpreted as state populations,
about six degrees of freedom can be propagated. Using more

sophisticated methods such as the multiconfigurational time- P () = pgqa(t) (23)
dependent Hartree method (MCTDH), higher-dimensional
guantum dynamical problems became tract&b¥éThis is Below, | will give theoretical examples, where IR radiation

particularly so when some of the more remote modes areis used to desorb adspecies from surfaces. When using con-
treated on a lower (e.g., single configuration) level. To my tinuous wave (cw) sources for that, however, the problem
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arises that during the course of ladder climbing on an dP,
anharmonic potential the driving field becomes increasingly —= ; W Ps(t) — ; Wy Po() (25)
off-resonant. This problem may be overcome by using shaped dt

pulses, obtained, for example, by optimal control theory

(OCT). The basic idea of OCT is to maximize a target Here, W, .; are substrate-induced transition rates between
functional, e.g., the population of a target stéfg¢ under vibrational levelsa. and 3, which depend on the surface
the constraints of minimal pulse energy and the quantum (phonon) temperature and a number of other parameters, such
equations of motion to hold. This leads to iterative algorithms as the phonon density of states and polarization, the energy
for the determination of the pulse shal). OCT can be  differenceE, — Es, and the Morse parameters. These rates
formulated in the wave packet pictdfe® and in Liouville were calculated perturbatively, by a Golden Rule treatment
spacé€? It is also possible in Liouville space when dissipation (vide infra), and ideally fulfill the principle of detailed

is present (vide infra)?:%8 balance, i.e.,

2.1.4. Phonon-Induced Desorption: Arrhenius Expressions

_ B o
While pure thermal phonon-induced desorption is of no Worp = Wy—g exp{ kBTph ] (26)
concern here, it is useful to note that, in the simplest possible
approximation, the desorption rate will be given by an
Arrhenius expression

whereTp, is the (constant) surface temperature. The first sum
in eq 25 leads to repopulation, the second one to depopulation
of state|all At T,n = 0, only downward transitions are
— __D ibl hile al,n > 0, upward transitions come into play.
Ryes= B ex (24) possible, while aTpn > 0, upwa nto play
kg Tag Once continuum states are reached by upward climbing, the
particle is considered desorbed, i.e., retrapping neglected.
HereB is the “frequency factor’D is the adsorption energy, The model of Freed, Metiu et al. accounts for anharmo-
andT.gsis the temperature of the adsorbate bond. The latter nicity of the potential and for multiphonon transitions. No
is the same as the phonon temperafiyref the lattice. Note vibrational temperaturé,i, needs to be assumed. In refs-99
that Arrhenius type theories are always “one dimensional” 101, it was found that in fact the desorption rate calculated
(1D) by their assumption that a reaction coordinate exists from the master equation deviates over a large temperature
along which the reaction proceeds. They are also classicalrange (for Ar on tungsten from about 50 to 1200 K), from
in the sense that only the Boltzmann factor associated withthe Arrhenius expression. When fitted to Arrhenius in the
a barrier heighD appears, and tunneling and other quantum narrow temperature range where this was possible, the fitted
mechanical effects are at best considered in an effective way.activation energy, was always smaller than the Morse well
Temperature models in connection with Arrhenius type depthD. This is probably due to the fact that the phonon
theories are also frequently used for laser-induced desorptionpath couples efficiently to the low-energy vibrational quanta

and similar reactions. As outlined above, a UV/vis laser pulse Of the Morse oscillator close to dissociation. In passing, |
penetrates the substrate and heats the electrole pairs in note that the desorption model was later extended to account

the surface region and, by electrevibration and electron for relaxation of the excited adsorbatsurface bond due to

phonon coupling, also the adsorbagurface bond and the ~ €electron-hole pair excitation$?

substrate phonons. As detailed in section 2.2 (see Figure 5 . .

below), the energy flow between the various subsystems is2-1.6. Open-System Density Matrix Theory

sometimes described by two- and three-temperature models \whjle going beyond Arrhenius, the master eq 25 is still

(2TMs and 3TMs), in which the metal electrons, the lattice approximate. First of all, it contains moemory effectsvhile

phonons, and the adsorbateurface vibrations are treated  jn general®®1%the quantityW,.; Po(t) must be replaced by

as coupled reservoirs with time-dependent temperafiyes t Wt — ) P.(t) dt. In other wor t)/dt de-

(D), Ten(®) (for the 2TMs), andTaadt) (for the 3TMs). Here, ééoﬁdsangt( only Z)nut(h(g gctual %osulatﬁd%j{;f) %L(t);?sodgn

it suffices to note that in the case of phonon-mediated previous ones.

desorption, the reaction rate is given by eq 24; however, with Even under thisMarkoy approximation eq 25 is only

gif}g:r}??%?grem adsorbate temperatdeg(t), which is approximate, because only populations, i.e., diagonal ele-

. ph . . ments of the density matriR, = pqq, are considered, and

Itis noted that on top of the Arrhenius type reaction path g off.diagonals are considered. As can be seen from eqs

approximation, in two- and 3TMs, the additional approxima- 27 anq 22, the latter are mandatory if an external electric

tion is made that the electrons, phonons, and adsorbatg;e|q js applied. Furthermore, even without an external field

vibrations each carry an individual temperature. As to how gnq il within the Markov approximation, the diagonal and

good this approximation is will also be discussed below. 4t giagonal elements are in general coupled, as can be seen

i i 4—-106
2.1.5. Phonon-Induced Desorption: Master Equations from the Redfield equation®

Thermal desorption, outside the topic of surface photo- dpaﬂ
chemistry, has been theoretically modeled already some time — = 2 Rag.yo Pyo (27)
ago. A particular worthwhile contribution is by Freed, Metiu, dt Jenv %

and co-worker§y 101 who use a 1D (Morse) potential for

the molecule-surface bond, which is coupled to lattice Here, (¢hos/dt)eny Stands for the environment-induced change
phonons. A desorption rate can be calculated from the of a density matrix element with time, which comes in
populations of the vibrational states of the chemisorptive addition to the Hamiltonian evolution. In the field-free case,
bond, which are given by theaster equation therefore, the density matrix elements evolve as
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dpaﬁ i Furthermore, elastic scattering between system and bath
—=——(E,~E)+ 2 Rug.y0 Pyo (28) modes leads tpure dephasingf |afand |SL] with a pure
dt h 2 dephasing ratg;,;, a process for which Lindblad operators
exist2113|n the Lindblad approach, the Liouvillian propa-
gator forms a semigroup, i.e., the open-system LvN equation
' lacks time-reversal symmetH The theory does not provide
any microphysical picture of how to choose the Lindblad
operators. Still, the Lindblad equations of motion obey
detailed balance, provided the transition rates employed have
this property.

Equations 27 and 28 demonstrate that, apart from coupling
diagonal and off-diagonal elements of the density matrix
the Redfield tensomccounts foicoherence transfethat is,
different off-diagonal elements are also coupled.

The Redfield theory is a special variant of what is known
asopen-system density matrix theohy this approach, one
distinguishes a “system” from a “bath” (the environment),  congjder ar-level system with direct dipole coupling
and the total Hamiltoniaito is through element¥,; = by | — u E(t)| ¢L) which is also

|:|mt — |:|S + |:|b + |:|3b (29) ;::Itjepsleig ftiglgflra:éhs. It is easy to show that the LVN eq 31
- ystem eigenstate representation the form

with Hs, Hy, andHs, denoting the system, bath, and system _
bath coupling Hamiltonians, respectively. Defining a reduced Paa - Vot _ V. (O] +
(system) density matrix by tracing out the bath degrees of 4 ; h[ op(D) Ppa ~ P Vga(V)]
freedom from the total density operatag;,
T (30) ; Wﬁﬁa Pgg — ; Waﬁﬁ Pao (36)
P = 1Ty Prot

one then has to solve an open-system LvN equation of thefor the diagonal elements of the density matrix and
form

5 o — = {(E, B+ T Vo) py

ot
Pay VosO1} — Vg Pag (37)
instead of eq 17. Here/p is the dissipative Liouvillian,
which accounts for the coupling of the system to the for the off-diagonals. In the last equation,
environment. In eq 31, already the Markov approximation

has been assumed to be valid; that &/d) depends on _1
f)(t) Only. Va/f 2 Waaﬂ (38)

In Redfield theory, one has in (field-free) system eigenstate ] o N
representation the matrix elements is the dephasing rate. Pure dephasing, i.e., additional dephas-

ing independent of energy relaxation, can be included by
. dogs adding the pure dephasing r as introduced above to
[0 |/ ppl fL= (d_t[)env (32) the right side of eq 38. Equziiigﬁns 36 and 37 show that in
the Lindblad model, in the absence of a field, the diagonal
with (...)envgiven by eq 27. It is known that Redfield theory and off-diagonal elements are decoupled, and there are no
can give negative populatiops, in certain instances, which  coherence transfer terms. In this limit, therefore, the master
is unphysical® Ways to repair this have been suggestéd.  eq 25 is correct. In a more general theory, populations and
To avoid this problem a priori, Lindblad showed that in coherences are coupled, coherence terms are present, and
order to have a strictly positive time evolution of the density memory would have to be considered. Still, eqs 36 and 37
operator, a dissipative, Markovian Liouvillian must have the are useful for the direct, IR-induced desorption of an
form?09-111 adsorbate from a dissipative surface. Here, the direct
1 molecule-field coupling causes upward (by absorption) and
oA A A AT At A s downward transitions (by stimulated emission), and the
<pP = Z (Ckp C Z[Ck Co Pl+ (33) coupling to the bath causes downward transitions and upward
transitions ifT > 0. This “ladder climbing” is illustrated in
Here, [l denotes an anticommutatok, labels various  Figure 4a. Often, the model is further simplified as the
dissipation channels (e.g., energy relaxation, pure dephasing)truncated harmonic oscillato(THO) model, illustrated in
and C, is a Lindblad operator specifying the nature and Figure 4b and further described below.
strength of this channel. It is often advantageous to define Lindblad operators in
As an exampleenergy relaxatiorfrom state|f(to a state configuration rather than eigenstate representation, for the
laCwith E, < Eg, arising from inelastic scattering of system same reasons why this may be practical for wave packet
with bath modes, can be described by a Lindblad operatorPropagations. Here, a number of suggestions were made as
to how to choose appropriate Lindblad operators or other
Co=,/ dissipative superoperatoys. Considering energy dissipation
C Wy 10T (34) in a harmonic oscillator with masa and frequencyy, the
At finite bath temperaturel the reverse process is possible, relaxation operato€; of eq 34 is sometimes written in the
modeled by form

C, = W,y 1B (35) C =W, o2 (39)

with W,—; obeying the detailed balance condition (26). whereW,— is the relaxation rate frorfito |OL] Furthermore,
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Figure 4. Ladder climbing in an anharmonic potential into the

continuum (a). The upward arrows are due to IR excitation (and
thermal excitation), and the downward arrows are due to energy
relaxation (and stimulated emission). In general, also other than

V2 AAA 1
»\/Dpzwlao(ap T_é[

Saalfrank

2h

Apdq= /=" (a+a) (44)

The formalism is easily extended to finite bath temperatures.
In that case, the dissipative Liouvillian is

+

N

_|_

a7l

t
WOﬁl

aan Lot .
pa—slaa pl,| (45)
where Wy, and Wp—; are in general both temperature-
dependent and have to obey detailed balance. The corre-
sponding master equation for a harmonic system that is
linearly coupled to a bath is then given by

dP,

ot =W, (@ +1)P,y — W, qaP, + Wy P,y

(46)

that is, transitions from/to leveébldobey the selection rule
Av = £1.

An attractive feature of the formalism is that it can also
be extended to anharmonic, unbound systems and be used

the Av = +1 steps shown are possible. The same process in thein configuration space respresentation. The latter property

THO model (b), withN, harmonic oscillator states below the
desorption energ.

a is the standard harmonic annihilation operator,

whereq is the vibrational coordinate arjis the momentum
operator. When onlC; in eq 39 is used in the Lindblad
dissipation, then

(40)

T T

aamq

N A oA A 1
< pb =Wy (a pa — i[ (41)
with the creation operator (Becausanda' are not bounded,
they are not Lindblad operators in the strict sense.)

In the harmonic oscillator basis, the diagonal eleméhts
= pao €VOIVE as

drP,
“at =W, @+ 1)Pyiy =W 0P,

(42)

(43)

In deriving eq 43, the equalitiedoa 0= vaja — 10and
a'lo0= va+1ja + 10have been used. Equation 43 states
that statgdalgains population from its upper neighbor state
|oe + 10with a rate ¢ + 1)W;—o and loses population to its
lower neighbor statéo. — 10with a rateaW;.o. Therefore,
at T = 0, when no reexcitations are possible, the strict
selection ruleAv = —1 holds with the choice eq 39, and

is immediately obvious from eqs 40 and 42. For anharmonic
systemsa anda' can be interpreted as lowering and raising
operators for (vibrational) levels in an anharmonic potential.
In special cases, such as the Morse potential, exact raising
and lowering operators are knowtt.In more general cases,
approximate raising and lowering operators can be
defined> 17 by using arguments from supersymmetric
quantum mechanics (SUSY QMj according to

~_ 1 /mw /1
a— 72 ( Tf(Q) +i % p) (47)
~ 1 mw . 1 .
TfﬁwﬁmwﬂVﬁﬁd (48
Here,
doy/d
@ =~ A S (49)

wheregy is the ground-state wave function awd= (E; —

Eo)/h. Equation 47 goes over into eq 40 in the harmonic case.

The approximate ladder operators violate the strict selection

rules outlined above, and transitions other then= —1

(and Av = +1 at T > 0) become possible. To treat

dissipation, onlyp, its derivative, the energy differenég

— Eo, and the relaxation raté/ ., need to be known.
Equation 47 has a clear advantage over eq 40. In the

harmonic oscillator case, the linear systebath coupling

Hsp O (& + &) increases with increasingaccording to eq

44. If g is the adsorbatesurface distanceZ, the system

bath coupling becomes infinite f@— co. This is unphysical

for a dissociative potential. In contradfg) approaches a

constant ¢ and with Hg, O (& + & O f(g) = c, the

the relaxation rates are proportional to the quantum numberdissipative transition rate goes smoothly to zero far from the

of the decaying level. In this model, onW;—, needs to be
known. It will be shown below that eqs 39 and 43 require
not only a harmonic system but also a systerath coupling
Hgp that islinear in the system mode, i.e.,

surface since the coupling matrix elememtgc| fCvanish.
Other dissipative Liouvillians/s have been suggested,

which can also be used in a configuration space representa-

tion. Caldeira and Leggett derived as a Liouvillian for the



Ultrafast Molecular Desorption from Surfaces Chemical Reviews, 2006, Vol. 106, No. 10 4125

microscopic model of a harmonic oscillator linearly coupled of the sum (eq 53). Improved sampling techniques have been
to an Ohmic bath, in the high-temperature (classical) lithit  suggested?s-128

2.2. Weakly Nonadiabatic Processes

2.2.1. Hot-Electron-Mediated Ladder Climbing

The substrate-mediated laser desorption from metal sur-
faces is frequently described by models similar to those used
for phonon-induced desorption, i.e., by “ladder climbing”
in the electronic ground state up to the desorption continuum,
(@) albeit under participation of electronically excited states. This
A 1 Mw . 1 a) . is why | denote these dynamics as “weakly adiabatic”.

Cr = YW 72 (’\/ Tf(q) ti YV mho dq p) (51) Arrhenius Type Models. In particular, Arrhenius type
theories are popular for fitting experimental desorption yields
in FLD. The starting points here are two- or 3TMs, associated
with two or three “reservoirs”: the electrons of the metal,
the substrate (lattice) phonons, and, in 3TMs, also the
adsorbate. As illustrated in Figure 5a for the 3TM, the three

. 2migT . i .
b= —Wlﬁo(? {a [0 2} +¢{a b p]}) (50)

Gao developed from this starting point a dissipative Liou-
villian with a Lindblad operator valid for all temperatures.
At T = 0, his Lindblad operator reatf§ 122

For higher temperatures, see refs $2@2. Forf(q) = g, eq
51 is again identical to the Lindblad operator for a harmonic
oscillator with linear systembath coupling (egs 39 and 40).
For anharmonic systems, Gao chose empirical form§dpr
such adf(g) = (1 — exp{ —bg})/b,*??thus sharing similarities
with the formalism based on the generalized raising and (a)
lowering operators.

While numerics is of no concern here, it should be noted
that density matrix propagations can be time-consuming. If Tph el
many basis functions/grid points, sdy, are needed, it Tph == 1,
becomes also impossible to keep thex N density matrix phonons electrons
in memory. A way out here are trgtochastic wae packet substrate
methods, by which the LvN equation can be unravelled
exactly, in the limitM — oo, by propagating a set d¥l
“quantum trajectoriesiyn(t), n =1, ...,M. In the so-called
Monte Carlo wave packet (MCWP) meth&d; 12> when
applied to a Liouvillian of Lindblad form, the propagation
is under the influence of a non-Hermitean Hamiltonian, in
which the Lindblad operators appear in a negative, imaginary
potential —(i/2k) ¥« CIC.. A wave packet also undergoes
discontinuous “jumps” triggered by a random-number- T,
generated algorithm. Such a jump involves application of a y 1 ;
Lindblad operator on the wave function 0 mootime [fs]?OOO 3000

a Figure 5. (a) lllustration of 2TMs and 3TMs. (bJe(t) and Ty,
[¥a(t + AYE= G (DD (52) curves according to the 2TM, for a Pt surface w%en a Gefussian

pulse of width fwhm= 80 fs, fluenceF = 6 mJ/cni, and
and subsequent renormalization. The MCWP method alsowavelengthA = 619 nm was applied, at = 0. The initial
offers a possible treatment of the fundamental “measuring temperature was 85 K’
process” or “reduction of the wave packet” problem in . ,
quantum mechanics. Namely, by applicatiorCpfthe wave subsystems are coupled by characteristic coupling con-
packet is projected on a particular eigenstate. This can peStants: electr(_)ns and phonons in the metal by the eleetron
seen from eq 52 as follows: In a two-state model, the wave Phonon coupling constaigi metal electrons and the adsor-

hv

3000, | :

s+
[=}
[=]
=

temperature [K]
>
s

function [yn(t)is a vectory = (p1,2), with 11 and y; bate by a vibratio'ﬁele.ctron constanfe, and phonons and
being the components diyin states|10and |20 The ~ @dsorbate by a vibratierphonon coupling constamgs.
Lindblad operato; = VW |112| becomes a matrix A typical FLD experiment then proceeds as follows. The

laser pulse penetrates the uppermost surface layers and
excites electrons in the substrate. Provided the deposited
C, = M(O 1) energy density is high enough, a large number of excited
= 00 electrons is created, which thermalizes quickly by electron
electron scattering, giving rise to an electronic temperature,
Hence, the operatio@, y gives, after renormalization, (1, Te(t). The latter is time-dependent as a result of the time

0)—The wave packet is reduced to statél dependence of the exciting pulse but also because the hot
In the MCWP method, expectation values of operators are electrons relax by heat diffusion and by coupling to the lattice
computed as phonons. As a consequence, also phonons are heated and

eventually cooled again, modeled by a phonon temperature
) M R Tpen(t). Without an adsorbate, this scenario constitutes the
[AL) = Z @) | Al v, (H)O (53) well-known 2TM of the response of a metal surface to an
= ultrashort intense laser pul&®: 13t
Quantitatively, the electron and phonon temperatures in
A drawback of the method is the slow statistical convergence 2TM are calculated from the two coupled equations
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aTel _ d 0 dUads_
C(-:'IW - 8_2 K 3_ZTeI - g(TeI - Tph) +3zt) (54) d nel(uel - Uadg + 77|oh(Uph - Uadg (59)
oh Assuming a single, harmonic system mode, one can define
Cotirgr = 9(Ter = To) (55) an adsorbate vibrational temperature from the energy content
of a harmonic oscillator at temperatufgys
In eq 54,C, and Cyy, are the electron- and lattice-specific Ao 1
heat constants. Equation 54 describes how the electron U, 4= holex } - 1] (60)
temperature changes due to thermal diffusion (first term on Kg Tad

the right with K = thermal conductivity of the electrons), . . .
electron-phonon coupling (second term), and the external With UassandTagsbeing both time-dependent. The calculated

laser pulse (third term). The source term can be calculated, Taa{t) can be used in the Arrhenius equation eq 24 to obtain

f tal film of thicknessl, from?3. the desorption rat®qes
or a metal fiim of thickness, from Through eq 59, the adsorbate temperature depengs on
Al(t) exp(—02) and also oy, the latter being a measure for the inverse
Szt)= (56) time scale of adsorbatgphonon coupling. According to this

1—exp(-ad) treatment, a laser-driven, substrate-mediated desorption

process is dominantly electronic, if the first term in eq 59
dominates, and phononic if the second one does. For metal
surfacesy. is often in the order of picoseconds, apd ™

whereAl(t) is the absorbed fraction of the intensityf a
laser pulse and ! is the optical penetration depth. The latter

can be taken from tabulat®d values of the complex >“ o
refractive index. In eq 55, which describes the phonons, the is in the order of nanoseconds (vide infra). As a consequence,

heat conductivity of the lattice has been neglected becausel® ellec:tlfrc]mlchmechanlsdm fre%uentlyhdomlngtels FL;) fr(k))m
for metals it is orders of magnitude smaller than that of the Metals. This, however, depends on the particular adsorbate
electrons. mode responsible for desorption. Because the smajjest

By solving eqs 54 and 55, one obtaihgt) at differentz. .(i = el, ph) de_termines the time scale_on Wh@aﬂ(t). rises,
As an example, | show in Figure 5b the phonon and electron it also determines through the Arrhenius expression the rate
temperatures a{t a Pt surfack o), after a Gaussian laser of reaction and hence the yield. In 2PC experiments, the yield
pulse with fwhm 80 fs was applied. Note that the electron IS Measured as a function of delay time between two

temperature rises on a sub-picosecond time scale to itszlijskt):srierr?il;i\rt]é dpulses, and the various mechanisms can be

: max :
maximal valueTe ” of a few 1000 K, while the phonon While the Arrhenius models allow for beautiful physical

temperature is delayed and never reaches temperatures th%terpretation and analysis, it must be kept in mind that they

high. : ; ;

. are approximate in many ways. In particular, they are
b ng(r)udSZgr?g?R’e e;zgg?g'a?engrgggcgﬁ,,hZ?Jir?gt:;:enteoeir:oinherently classical and 1D. Apart from this, the concept of
adsorbate temperatufiaadt). The adsorbatesurface bond an electron temperatuii(t) is questionable at least within

can be heated by the electrons, through the coupling constan he first few 100 fs after the pulse according to experimen-
y ' 9 piing al'** and theoretical investigatiodd> 138 Therefore, the
e O by the phonons througiy.

. : : . applicability of the concept of an electron temperature is not
: ngevin m . . . .~ the validity of an adsorbate temperatigq(t) is questionable
after various simplifications, a classical differential equation

is obtained for the adsorbate temperature: in generak!”*° Only in the long-time limit, often several
P ’ picoseconds, the level distribution becomes Boltzmann.

T Classical Trajectories with Electronic Friction. Some
_ads__ Nel(Tet = Tagd (57) of the above restrictions can be overcome by MD, which
ot includes electronic friction. This approach was popularized

by Tully and co-workerd° In this method, the (multidi-
mensional) nuclear motion is treated classically, whereas the
electronic degrees of freedom are hidden in a generalized
Langevin formalism, in the form of friction and fluctuating

Equation 57 has to be solved in addition to the 2TM eqs 54
and 55, leading to a 3TM. In the classical limit used in ref
133, the desorption rate is now given as

Dy D forces. Ifg is the only degree of freedom considered (e.g.,
Ryes= _ el exp{ - } (58) the molecule-surface distance&), then the equation of
kg Taadt) kg Taadt) motion is
The quantitied andye are often used as model parameters dzq av dq
to fit experimental data. Physicallip, can be interpreted as mq? - d_q Mg gt TR (61)

an effective activation energy, whilg, is the rate for energy

caused by electrenvibration coupling. AtTe = 0, 71 1S the electronic friction coefficient of above througjy, =
the corresponding relaxation raté-, of a surface oscillator.  m . Ry(t) is a fluctuating force that obeys a fluctuatien
Ways to calculateze (or Wi—o) from microscopic models  gjssipation theorem,
will be outlined below.
If also a phononic mechanism via the coupling parameter R, Ry(t) = 2kg Ty 174 O(t — 1) (62)
7Mph IS important, an alternative model is useful. Namely, the
energy contentJ,qs of the adsorbate may be calculated and depends on the electronic temperature. In practice, the
from?24.26,30 fluctuating forces are Gaussian white noise wiRy(t)l=
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vibration—electron couplindesis often assumed to be linear
in the system coordinate,

0, which can be obtained from the so-called Bd#uller
algorithm4!

2kBTeI qu v

RO = (T)

H.=Aclc,q (67)

2

(—2Inb)*?cos(dc)  (63)
wheren, = c! c, is the temporal population of the reso-
with random numberb andc drawn from the interval [0,  ance level and is a couplinpg conFs)taE)nt. Equations-667

1] at each time stepA( is the time step). __constitute what is sometimes also called the local polaron
For more than one degree of freedom, eq 61 generalizesy,gqe|148

to Within this linear coupling model, a Redfield type equation
& N F q of motion (eq 28) can be derived, as shown in ref 149, for
q S
- Z Mgs - + Rq(t)
s dt

qH_ 9 example. Following this reference, one notes that by making
qutz aq in the (field-free) Redfield equation (eq 28) the diagonal

with a friction matrix » that accounts for nonadiabatic

energy transfer to electrerhole pairs. IfF is the number

approximationp.s = pa« Ogs, ONE arrives at the master eq
of degrees of freedom consideregjs anF x F matrix,

25 Withl39,l49152
and each element depends on the coordinates. Ways to

(64)

Wy = Lo [q ﬁD]ZX(waﬁ)

calculate the friction matrix will be outlined in section 4. With fwes = E, — Es. Equation 68 describes, when used in

The formalism can also be extended to account not only for € 25, hot-electron-mediated interlevel transitions between

electron-hole pairs but also for phonoA®:142 system Igvel$aDand|[3D Within a Qolden Rule treatment,
The above formalism has been used to treat relaxation ofthe functiony(wqs) can be approximated b4

vibrationally excited molecules at metal surfaces, e.g., of CO 2 5

at Cu(100)%0 The approach was also used for the dissociative  X(®ap) = 47 A° pa(€)” wop{ 1+ Np[Te((1), Ry} (69)

sticking of diatomics (K N,) on metal surfaces (Ru, Cu)

and for the reverse process, (thermal) associative desorp ; .

tion.142143 Of particular relevance for this review are ap- local density of adsorbate states at the Fermi leyebnd

plications to FLD, again of CO from Cu surfaces, by Head- B 1

Gordon and co-worker$4145As we have seen, in this case, ex —T} - l]

the electronic temperature in eq 62 is large and time- kg Te,

dependent, according to the 2TM; hence, the fluctuating . S .
forces are large. A molecule, kicked by the random forces, tN€ BoseEinstein distribution function for electrerhole
airs, at electronic temperatuffg(t) and energyiw. Note

can be considered desorbed when its energy is larger tha hat in the last equation a thermalized electron gas has been
the binding energyD, and if it was for a sufficiently long assumed q 9
time, at a distance larger thai.s from the surface. h : bati : d h d
Master Equations and Model Hamiltonians. A further __The perturbative expression (egs 68 and 69), when use
in the master eq 25, can be further simplified by assuming

step forward, which also accounts for quantum effects, is to . . . .
y ' that the adsorbatesurface bond is a harmonic oscillator with
use a master eq 25 for the ground-state populatens frequency wo.**® This leads to a master equation with

Pc, OF generalized master equations derived from Redfield recisely the form of eq 46, i.e., transitions between nearest
or Lindblad theories. While methods to calculate transition Pr€ y Oreq 4o, 1.e.,
neighbors only, with

ratesW,—s will be outlined in greater detail in section 4, it
is useful to introduce already here model Hamiltonians often W o =T1+ na(T.. Ao
used for relaxation and excitation of adsorbatarface bonds 10 =1 a(Ter lwo)] 77e

due to “hot electrons™. _ Here, 7¢ is again the rat&Vi_o at zero temperature. It can

In particular, for negative ion resonance-mediated pro- e calculated from egs 68 and 69 when the local density of
cesses, a frequently used Hamiltonian is states is approximated as a Lorentzian centered at the
excitation energy, + A, — ¢¢ of the adsorbate,

(68)

Here, 1 is the coupling constant from eq 6p@a(¢r) is the

Ng[Te((t), hw] = (70)

(71)

H=FH,+ H,+ Heg (65)

A,
ﬂ[(ea + Aa - EF)2 + A:512] 2

Here, the system Hamiltoniafs describes, in 1D idealiza-
tion, the adsorbatesurface vibrationHs = —(h?/2my) (d?%
dg®) + V(q). He is_an electron Hamiltonian modeling the
electron bath, an#liesis the coupling between the two. For
He, the Newns-Anderson Hamiltoniakt®147

Palep) =

With the equality[0 |q| 10=
oscillator, one has

Al2mw,, for the harmonic

N t t t
He= Z €CC + €.C0C, T Zvak(cack +c.c.) (66) Do = Zﬂ?h 20 2(e) (73)

is useful. Here|kOare the metal band states, ajadlis a
single affinity level (the adsorbate resonance). The terﬁfns
and ¢! are creation, and and c, are the annihilation
operators for these levels. Furthermageande, denote one-
electron energies, and the electronic adsorbsteface
coupling operators ar¥,. The acceptor levet, and the
coupling operator¥y are functions ofy. Furthermore, the

In the equations aboveA, is the shift andA, is the
broadening of the resonance leyall Both are due to the
coupling of|ato metal stategkCand can be calculated from
the couplingsVa. For example, the resonance width is

A= Z 7Vd? O(E — &) (74)
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Note thatA, (andAy) are generally energy-dependent, which coupling of the field of the tunnel electron to the dipole
is often neglected. (The energy shift, is often neglected  momentu of the adsorbatesurface bond. Furthermore,
as a whole.) fos, is the probability for excitation due to temporary
Because a harmonic oscillator is bound, the formalism population of a negative ion resonance state. For both the
cannot account for hot-electron-mediated desorption. De- dipole and the resonance terms, Golden Rule expressions
sorption is sometimes modeled within the THO model of similar to those of above have been givWithout going
Figure 4b. Accordingly, the particle is considered desorbed jnto details, | note that the transition raté&, depend not
when it reaches the level with quantum numbér+ 1, only on the tunneling current but also on the STM voltage,
whereN_b is the vibrational quantum number just below the \/ This is mainly because the energyfor excitation from
desorption energp. When solving eq 46, one can calculate ne neutral to the resonance state depend¥,according

a mean population of the vibrational levels as to A = Ao — eV. For H/Si, it was argued that the resonance
= P (t 75 term dominates, and the total inelastic tunneling fraction
n() = Z a Py () (75) =foo + fgl’,l was estimated to be in the order of ¥Qo

1072 at voltages of about 2 and 4 V, respectivélywithin

wherea. is the vibrational quantum number. From there, an the truncated oscillator model, again, a simple rate expression
adsorbate vibrational temperature may be defined from the can be derived, by which it was possible to fit experimental

Bose-Einstein distribution observations! _ o
At this point, a word about time scales is in order.
B haw, -1 Assuming an inelastic tunneling fraction of £&nd a typical
n(t) = [ex keToadD)] (76) " tunnel current of about 3 nA, eq 80 give®/E’, ~ 1.9 x

10’ s™1. This suggests typical transition times in the order

It can be shown that in the classical limit ¢~ 0), T.o{t)  ©f 1077 s with the following implications: (i) The desorption
can be obtained from the differential eq 57 instead. In this in the IET regime is not “ultrafast”. (ii) Vibrational relaxation

limit, it also turns out, in the THO model, that the desorption Cannot be neglected even when it proceeds, as for th8iH
rate is given by stretch mode of H:Si(100)X% 1, on the nanosecond time

scale (see below). In contrast, in the “above threshold”
i D regime wherédeV| > A, STM-induced desorption can be as
Ries™ (No + 1) 1761 Ng(Tep, Fiovg) exp{ kT @} (77) " fast as DIET and vibrational relaxation is not an issue.

@ The theory just outlined has been refined in many ways.
with an Arrhenius form similar to eq 58. The factor Still, in most cases, these extended models are based on
el Ne(Te, Awo) is the upward rateW,-,, at electron model Hamiltonians similar to those of eqs-6%7, which
temperaturele,. are used in perturbation theory to calculate transition and

In refs 139, 149, and 152, the formalism was applied to desorption rates. Some newer theory makes use of first
vibrational heating of the CO stretch mode of CO/Cu(100). principles information, e.g., from density functional theory
The excited-state resonance was assumed to arise fror{DFT). Because STM manipulation of adsorbates, in par-

temporary population of thes2 orbital of CO (see below).  ticular in the IET regime, is not my main concern here, the
reader is referred to some of the rich literattiré2155171

2.2.2. STM-Induced Processes: Inelastic Electron
Tunneling (IET) 2.3. Strongly Nonadiabatic Processes

_ The formalism just outlined is, with appropriate modifica- 3 1 - pporodesorption from Insulating Surfaces

tions, applicable also for inelastic electron (or hole) tunneling

(IET) in STM experiments. As an example, the STM-induced ~ Photodesorption of adspecies from insulating surfaces by
desorption of H atoms from H-covered Si(108)2L surfaces ~ UV/vis light is an example for a “strongly nonadiabatic”

in the “below threshold regime® was modeledl within a process. The reaction is largely analogous to gas-phase
ladder climbing scheme, by master equations analogous tophotodissociatiot{?!3in the sense that (i) the laser excitation
eq 46. Now, however, the transition rates account for IET is directand (ii) the electronically excited states atation-

and for dissipation. In ref 37, the relevant vibrational aryon the time scale of nuclear motion. The surface “merely”

transition rates within a harmonic, 1D model (with the-8i modifies interaction and excited-state potentials and orients
distancer being the only coordinate considered), are the molecules, thus leading to “surface aligned photochem-
_ istry”.174 While the direct mechanism is very probable for
W, = WET + WSS (78) insulators, indirect, substrate-mediated pathways cannot
T iss —hoksT always be ruled out. . o . .
Wy =Wy, F W5 e (79) For photodesorption from or photodissociation at insulating

' surfaces, one frequently uses two-state models, with a ground
Here,\/\/‘i‘f,s/j are dissipative transition rates, for which in the stateVy(R) and an excited statéy(R). The corresponding
upward term (eq 79) the detailed balance condition has beentime-dependent nuclear Sc¢ldinger equation is

used. Wy, = W, is the IET rate connecting level§[]

and |10] The latter consists of a dipdfé and a resonance .ha Yal E'a \:/ag Ya 81
term!5* both proportional to the tunnel curreht e Vgl \Vga Hg J\¥g (81)
WEL = (I_a(f ap +fEs) (80) for the nuclear wave functiong,(R) with n = g, a. Here,

Here,f 3P, is the probability for excitation due to the direct Vag(R 1) = Vo (R) — [W(r, R) [ZE(t)| W(r, R (82)
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is an electronic coupling matrix element connecting states
|gband|all It consists of a direct field coupling term, and a
nonadiabatic coupling teri,o(R). The latter accounts for
radiationless transitions due to non-Bet@ppenheimer or
spin—orbit effects and is expressed here in a diabatic
representation. Details of “diabatic” and “adiabatic” pictures
will be given below. The radiationless coupling terms are
often neglected in two-state models. Note that also the
diagonal element¥,, are neglected here, i.e.,
A= Te+ V(R (83)
because | assume that the laser fig{t) in the UV/vis regime
will not induce any transitions among the vibrational levels
¢, on surfacev,.

On insulators, where both vibrational relaxation and
electronic quenching can be neglected, the solution of eq 81
gives all one needs to calculate properties of interest. One
such property is the absorption cross-sectidw) as a
function of the exciting laser frequency,. If a cw light
source is used, the absorption cross-sectiof @&t0) can,
in the perturbative limit, be calculated&&'’3

E%8)t] a  (84)
from the Fourier-transformed correlation function
C(t) = [B(0)lp(H)
o) = & "My g8

(K is a constant.) That isi(w) is obtained from multiplying
the initial ground-state vibrational wave functigpf(R)
with energyEg, with the transition dipole moment,y(R),
promoting it to the excited state and propagating it there.

o(w) =Ko [ C(1) exp{ i(w +

(85)
(86)

2.3.2. DIET from Semiconductor and Metal Surfaces
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Newns-Anderson model. The situation that | have in mind
is illustrated in Figure 6a.

Figure 6. (a) 1D illustration of the coupled multistate model, with
ground statggl] a photoactive excited statal] and a continuum
of states|kCJabove and a specific coupling elemany indicated

by the double arrow. (b) lllustration of an effective two-state model,

with a transition ratéAf ., = AJh.

Optical Potential Models. For a (quasi-) continuum of
states, eq 87 is too hard to solve, from both the quantum
chemical and the quantum dynamical points of view. To

In contrast, molecules adsorbed on metal surfaces havesimplify the quantum chemical problem, model assumptions

photoactive final states that are typically embedded in a
continuum of substrate electronic excitations. This is even
so for semiconductors, if the final states are not located within
a band gap.

Multistate Models. The coupling of an excited, photo-
active adsorbate stat@[))to substrate continuum statgs)
can be modeled by a generalization of eq 81 as

l

Ya Ma Vag ‘ak Va, Ya

9 Vg YQa ~Hg \{gkl ngz . Vg

i Vi | = Via Vi Hi Vi, Vi Vi | (87)
1/).k2 Via Vig Vi, Hie Vigk, *=+ wkz

Here,yn(R) is the nuclear wave function on stgte.] Note
that in this model energy is conserved. Once agdin(t)
accounts for non-BornOppenheimer and optical couplings
in generalVan(t) = Var(R) — unnE(t), and the diagonal terms
Vnn have been neglected. The neglect of direct excitgdtjioh
— |aldcorresponds to the settingg = 0. | have assumed
that only one resonance stas&ékexists, a restriction that can
easily be removed. The non-Bet®ppenheimer couplings
between thgalJand the metal continuum statddlis by
coupling functionsVy, similar to those appearing in the

for the coupling matrix element¥,, and the potential
surfaces/, can be made. For example, the metal excitations
can be approximated by vertically displaced potentials
V(R) = Vy(R) + ko, whered is an elementary excitation
energyl’5-178

Alternatively, one may absorb the continuum, within a
projector operator formalism, in a complex potential felt by
a wave packet in the excited adsorbate state. In this case,
the excited-state Hamiltonian becorités7®

Ay = Tt Vi(R) — AR (88)

and no continuum states are explicitly considered anymore.
Here,A, is the resonance width that can be calculated from
the Newns-Anderson model as outlined above. In this
formalism, originally suggested for dissociative electron
attachment to gas-phase molecuf@senergy isnot con-
served, since the complex potential resembles the decay of
the resonance statall For a coordinate-independent reso-
nance widthA,, this decay is exponential with an electronic
lifetime

_h

el — A_a (89)

T
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Open-System Density Matrix Theory.This approach is  are determined. To compute observables, in a second step,
conceptually similar to open-system density matrix theory, an incoherent averaging scheme is adopted. Assuming a
within an effective, dissipative, two-state model. Accordingly, coordinate-independent resonance witiththe excited state
one has to solve, in the Markov approximation, a LvN decays exponentially and observables are given by
equation of the forr#0.181

~ - R R A :i © _—TRITel . Y .
2(/?a ’fag): i (|:|a Yag) (/?a Eag) . [AL) Te|f° e Alt;Tg) drR—j:) W(tg) A(t;Tg) drg
0t \Pga Pg A [\Vga Hg /" \Pga Pg (95)
9 '?a ‘Bag (90) wherew(rg) is an exponential weight function. In practice,
9t \Pga Pg Jenv eq 95 is evaluated as a sum owdf residence timesg,

. . - A chosen from an appropriate interval.
for the Qenslty matrix. In eq 90, t.h@ andpi,-.are operators For coordinate-?n%egendent electronic quenching, Gad-
|r1 the vibrational space,.l.e., matrix plocks in the re'presenta- zuk’s algorithm is rigorously equivalent to the open-system
tion of ground- and excited-state vibrational functidn§l)  gensity matrix approach, because it turns out to be a special
and |¢;0] The off-diagonal blocks are electronic coher- variant of the MCWP method with the averaging (eq 53). A
ences, while from the diagonal ones electronic populations numerical proof of this statement was given in ref 182, and
can be gained as pf and Tipg. The last term in eq 90  an analytical one was given in refs 183 and 184. In refs 183
accounts again for energy and phase relaxation but also forand 184, it was also shown how to generalize the algorithm
substrate-mediated excitation. Within the Lindblad approach, to Coordinate-dependent quenching_ This is useful, because
energy relaxation of the excited stg#&with a rate the jumping wave packet method is much more efficient than
A the ordinary MCWP scheme, i.84' << M. In the coordinate-
we =-a (91) dependent case, the modified Gadzuk scheme involves
as A propagation of wave packets under the influence of the non-
Hermitean Hamiltonian (eq 88) to obtain weights which
replace the exponential weights in a discrete version of eq
95.
A . a Semiclassical Surface Hopping.The same effective
9 (ﬁ’a pag) ——w | 2 (92) excited-state potential and jumps are also characteristic of a
0t \Pga Pg [env1 & Pga - semiclassical surface hopping method, which was recently
2 @ suggested by Gross and co-workers for DIET87 In
general, surface hopping is an approximate method to treat
DIET, typically enforced with nanosecond lasers, is modeled multidimensional, nonadiabatic dynamié%,1*°where nuclei
by a single, FranckCondon excitation of the ground-state are treated classically and electrons are treated quantum
wave functiongg to the excited state, i.epy = |ald] ® mechanically. It was also used for nonadiabatic moleeule
|p3Mdd|. Furthermore, eq 92 is then the only “dissipative” surface scatterintf>1°2 and it has been generalized to
term entering eq 90. This corresponds to an electronic situations with continu&® _
Liouvillian % with Lindblad operator In the application to DIET, the totatlectronic wave
function @ is expanded 4&-1%3

gives rise to

5. Pag

€l = VWelg loTa) (93) O R Y= 60 W, R +¢(r. R (96)

The resonance widtlA, (and the rate\/\/ng) depends in "

general orR. If this dependence is neglected, the resonance where |n0= W, is the explicitly considered excited state
decays again strictly exponential according to ref 89, and that depends, as usual, on electron and, parametrically, on
Tel = (1/\/\/§Lg). Additional vibrational relaxation can be the nuclear coordinateg. is a collective wave function for
included via a total Liouvillan/%> + /8, with /5 the molecular ground stafgplus the continuum of substrate
derived by the formalism of sections 2.1 and 2.2. The excitations|kl] The equation of motion for the electrons is
effective two-state model with a decaying upper state, as an
alternative to a nondissipative multistate model, is illustrated .haq)(f, R 1)
in Figure 6b. ! ot
A special variant of this theory has been introduced by R R
Gadzuk within his “jumping wave packet” model. Accord- whereH; =T, + V;; + Vir is the electronic Hamiltonian in
ingly, the DIET (atT = 0) is treated in two steps. In step which nuclei are treated classically; that B= R(t). The
one, the ground-state wave functigf is projected on the classical trajectories are obtained from Ehrenfest forces
excited statgal] propagated there for some reference time according to
Tr, damped then to the ground stagg) and propagated to N
Ey)occl Hr| wOC
Vert —————(— (98)
Epocclwocc[l

=HA[r, RY)] o, R 1) (97)

. ! ; 2
a final time, t: md—R:

2
[yp(trr) = dt

iHy(t — ) iH, 75 g where 1o is the currently populated electronic state. On
exp — — 5[ 19talexp — —— [algldl  which surface the nuclei are currently travelling is regulated
(94) by the fewest switching algorithAi®1%To avoid the explicit
) inclusion of continuum states, Gross and co-workers intro-
From this, expectation valudst;tg) = [@(t;zr) | Al y(t;7r)0 duced an effective, non-Hermitean Hamiltoni&h.The

- Vi
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quantum mechanical treatment of electrons involves, in a
diabatic representation (see below), solution of a time-
dependent Schidinger equation,

de, (1)
ih

dt

Z Cm (Vnm - iEAnm) (99)

for the coefficients, which give through,(t) = |cy(t)|? the
occupation probability of statgJat timet. The coupling
terms in eq 99 are matrix elements in the electronic basis,

Vo ROT = O | T, + Ve P[] (100)

AnnRO] = [W, |A] W ] (102)
Here,Vex(r, R) is an effective potential (also containing the
internuclear repulsioWgrg®> 18" and A(r, R) accounts for
the coupling to the continuum. The diagonal elements
Vi(R) = Vn(R) correspond to potential curves of excited
states/n] andAn(R) = A, is the corresponding resonance
width. In the Newns-Anderson model, it would be calcu-
lated from eq 74. All of these matrix elements depend on
time through the classical trajectorigg) of the nuclei. With
only one excited statéal] explicitly considered the force in
eq 98, is just the derivative of potential cuivg In the dissi-
pative surface hopping methé@it is also assumed that after

a jump the system loses all of its energy; that is, only a single
jump (to the ground state) occurs per trajectory. Averaging
over many trajectories gives, &, = const., an exponential
decay of the population galwith a lifetime ) = A/A,. In
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Wior, R 1) =5 W, R y(R D) (103)

Here, the W, are again the electronic wave functions
depending parametrically dR, andy(R, t) is the nuclear
wave function on statgl] There are various possibilities of
how to choose the electronic basis functidBgr, R). In an
adiabatic representation¥, = W is evaluated from the
eigenvalue equation

[T, + V(r, RIPH(r, R) = ViR Wi, ) (104)
for each parameter valuR This results in a coupled time-
dependent Schdinger equation for the nuclei, which is
written in the form

y(r, 1)

o

in > [KinF Vam = tam EO] w51, 1) (105)

m

Here, the superscript “a” stands for “adiabatic”. The adiabatic
potential matrixV* is diagonal with elementy/; (R) =
Wh V(r, R| Wnld = dnm VA(R), where V3 are adiabatic
potential curves. The kinetic coupling matrix elemekfs,

contain the well-known first- and second-order derivative
couplings, in a 1D modelR = @), given by

zﬁq[ﬂvﬁ Tl ddin%‘ (106)

In eq 105, dipole coupling to an external field is included

va
Knm_

essence, this corresponds to the Gadzuk hopping schemdhrough dipole matrix elementg,, = (W7 |a(r, R)| WiLin

however, with classical nuclei. While multidimensional DIET
is difficult to treat with quantum nuclei, this restriction does
not apply to the semiclassical surface hopping method.

Coupled Electron—Nuclear Models.If the restriction of
classically moving nuclei is relaxed, one ends up with fully
quantum mechanical, coupled electroruclear models.
Holloway and co-workef$® have introduced such a model
for DIET some time ago. In their approach, one solves a
time-dependent Schdinger equation

ihZJ‘IJwt(r, R 1)

p =[Tg+

T +V(r, )W, (r, R 1) (102)

for the total, electror-nuclear wave functiofWV(r, R, t).
T, and Tr are again kinetic energy operators for electrons
and nuclei, andv(r, R) = V; + V,r + Vgr contains all

adiabatic representation.

Another representation, which avoids singular behavior of
the K&, at avoided crossings of potential curves, is the
diabatic representation. Here, a reference geom&yyor
the nuclei is chosen and the eigenvalue equation

[T, + V(r;Ry)] W,(1iRy) = V(Ry) W,(riRy) (107)

is solved. This results in a coupled time-dependent ‘Schro
dinger equation for the nuclei in diabatic representation (for
which | use no superscript)

(T, 1)
at

i = (Kot Vo = o EQ] (1, 1) (108)

Now, the potential matrix, with element, = W, |V(r,
R)| Wrldis full, while Knm= Tr dnmis diagonal. Furthermore,

potential terms. In ref 195, the model was applied to the dipole matrix is different in the diabatic representation
photodesorption of NO from a Pt surface, with one electronic from the adiabatic one. Different choices of the reference
(r =x) and one nuclealR = Z) degree of freedonV(x, 2) geometryR, constitute different diabatic representations.
was chosen as a suitable model potential. As initial states,™ | guantum chemistry, one first solves the electronic
WiolX, Z, 0) = g(x) #n(2) products made of a Gaussian schralinger eq 107 to obtain adiabatic potentials and
electronic wave packet moving toward the surface and a glectronic wave functions. If in addition the kinetic coupling
bound NO vibrational statg,(Z) were taken. The solution  gperators are known, it is straightforward to transform to
of eq 102 then gives desorption probabilities, for example, the diabatic picturd9s-198
with all non-Born-Oppenheimer couplings accounted for. | mention that the diabatization scheme of above with a
Apart from the fact that it is not clear how to construct specific choiceR, is only one of many other, more
V(x, Z), the method is also numerically costly since both the sophisticated possibilities. The reader is referred to ref 199
light electrons and the heavy nuclei have to be propagatedfor an overview.
on a grid. Furthermore, the laser-excitation step was ne- The diabatic Schidinger eq 108 is equivalent to the
glected. Some of these drawbacks can be overcome bymultistate model of eq 87, where, however, a few additional
expanding the total wave function as approximations had been made. It is also equivalent to eq
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102. Finally, close connections to the surface hopping methodboth electronic and vibrational relaxation were con-
exist. As emphasized above, however, eq 87 cannot be solvegidered by a dissipative Liouvilliarts” + /¢ of Lindblad
efficiently because too many metal stafidsvould be needed  form 207.208

to converge the expansion eq 103. To improve on this, in

ref 200, a special diabatic representation has been suggested,3.4. DIMET from Metal Surfaces

called the “extended close coupling” scheme. In this scheme,
diabatic states are generated from a set of various reference,,
pointsRy, rather than from as single one, and orthogonalized
to each other. In this way, rather thick metal films represent-
ing a Pt surface could be treated efficiently, with & converged e nsity matrix theory, the hot-electron, substrate-mediated
number of metal electronic states. In this work also, the g, .itation can be m,odeled with an ,additional term in
substrate-mediated excitation was considered, however, a%q 980,181
“regular” dipole transitions between metal states, which are

then non-Borr-Oppenheimer coupled to a resonance state,

Nonadiabatic Density Matrix Models. When intense FLs
e used for photodesorption, the singular excitation
eexcitation model is no longer adequate due to possible
reexcitations-This is the DIMET limit. In the two-state

A P
“ ) (ba b s
The just mentioned coupled wave packet model (in —(Aa Aag) =V\Fg'_,a(t) . (109)
diabatic representation) combines various pictures that have 9t \Pga Py Jenv,2 _Poa —f)g
been used in the literature for DIET from metals. In Figure 2

7, lillustrate these pictures, for the example of NO desorbing o o
In DIMET, the initial condition ispo = |gllg| ® |polldg|

for T = 0 initially. Furthermore,

V,—V
WEL () = WE., exp{ —Wm@’] (110)

is an explicitely time-dependent upward rate that obeys
detailed balance. Equation 109 corresponds to a Lindblad
operator

C5'=WeL (D) Jag (111)

In the case of purely substrate-mediated photoexcitation, eq
109 is the only way to transfer population frogiito |all
Direct excitation can enter the Hamiltonian matrbk
through dipole-coupling terms. Again, vibrational relaxation

Figure 7. DIET of a NO molecule from a Pt metal film, about 30 can be mcludeéil..7 . . . .
ao thick. lllustrated are the three “pictures” referred to in the text,  From a numerical point of view, the direct propagation of
derived from the model potenti®(x, Z) of ref 195, which is shown ~ density matrices on a grid is costly and therefore limited to
in panel ¢ (in the surface region as a contour plot, with the lowest one or two system degrees of freedom when “standard
contour at—0.2 E,, and an increment of 0.05,). Panel b givesa  methods” are use®:299210\ith MCWP methods and its
1D potential cut along the electron coordinatéor a fixed value special variant, the jumping wave packet method, DIET
%sﬁ TndZicga\;\ghderaeéo t'ﬁeth;e%?rﬂgbé'gr?;iﬂg?;c eZo())Ifz '\é(f)tgg ";if t processes with up to four dimensions were treated se far
I 1
bound, diabatic electronic wave functions. In panel ¢, | show the S€€ below. The MCWP or related methods can also be used
corresponding six potential energy curves (in this case, in the for DIMET, as demonstrated in refs 182, 184, and 211. For
adiabatic representation), i.e(Z). The laser-driven coupled ~DIMET, however, these methods are much more involved
nuclear and electron dynamics is indicated by arrows; according and have not been used in more than two dimensions so far.
to ref 200. Nevertheless, stochastic wave packet methods are potentially
] suited to treat multidimensional DIMET and so are multi-
from a Pt film?® The three panels correspond to the coupled configurational approachés212
multistate model (panel b), which emphasizes nuclear motion,  Other Excitation —Deexcitation Models. This promise
to what one might call the “effective electron potential” ho|ds also true for other excitatiemeexcitation algorithms,
model (panel_a), where the electror_l motion is central;-and e.g., semiclassical surface hoppigand for jumping wave
as a synthesis of the twehe combined electrennuclear  packet methods based on time-dependent perturbation #ory.
model of Holloway et al. (panel c). The latter has been used for DIMET and related nonadiabatic
processes, in more than one dimensin.

2.3.3. Processes Related to DIET Comparison of Friction and Excitation—Deexcitation

As mentioned earlier, other processes involving “sudden” Models. Note that the “strongly nonadiabatic” excitation
transitions to excited states can be handled with the samedeexcitation models of this section are somewhat different
formalism as DIET. In particular, the wave packet hopping from the “weakly nonadiabatic” electronic friction models
scheme of Gadzuk was used for STM-induced desorption of section 2.2. In particular, there is no desorption according
in the “above threshold” regini&*-20+203 and for ESDZ04 206 to the latter if there is no vibrational relaxation of the
I will return to some of these later. molecule-surface bond by coupling to electrehole pairs.

Furthermore, reduced density matrices in a vibrational state This arises from the basic and sensible assumption that the
representation were propagated to describe nonadiabaticyery same physical mechanism is responsible for relaxation
STM-induced isomerizations in double-well situations, where and hot-electron-induced vibrational heating and desorption.
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As a consequence, the time scale of desorption is determinedsurfaces, one often uses a local approach, i.e., a cluster
by the electronic friction coefficientges ~ 71 ~ several instead of a periodic model. The cluster model has the
picoseconds. advantage of being suitable also for excited-state calculations,

In the excitation-deexcitation models, on the other hand, since all of the powerful techniques of quantum chemistry
FLD is a result of repeated excitatiedeexcitation cycles  designed for this purpose can be us¥d3® 24 On the other
between ground and excited electronic st&té¥:18121Now, hand, the results do depend on the size and the shape of the
the time scale for desorption is determined by the rise time chosen cluster. For ionic species, care must be taken to
of Te(t), i.e., typically a few hundred femtoseconds (see properly embed the cluster in a point charge field and/or
Figure 5b). This is shorter than suggested by the electronicpolarizable environment. Semiconductor clusters should be
friction scenarios. The predicted, faster desorption is the covered at their boundaries with hydrogens to saturate
reason that at least in single-pulse DIMET, vibrational artificial dangling bonds. For metals, the cluster ansatz is
relaxation is considered (and found) less important when very problemati@!’?42unless special embedding schemes
excitation-deexcitation models are us€dFor FLD of CO are adopted?>248

from copper, a time scale 0f325 fs has been found by  The sjtuation is even more difficult foexcited states.
SHG pump-probe experiment¥. This is shorter than  cConfiguration interaction (Cl) and multiconfiguration self-
predicted by the frictional models, a shortcoming of the latter -gnsistent field (MCSCF) techniquid$24>-2 can be used
that had been realized some time &4 _ for adsorbates on ionic and semiconductor surfaces. Mean-
Furthermore, for a system like NO/Pt where a negative \yhile, also TD-DFT methods® are being used for the same
ion resonance is believed to be the relevant excited Kigte purpose?®* Even for oxide surfaces, the density of excited
the adsorbate is expected accelerate toward the surface aftestates can be very larg®,and a multitude of different types
excitation, due to image charge attraction (see below). This of excitations may be located in the relevant energy region,
model would also explain, through the temporary elongation e g. metal-to-ligand, metal-to-oxygen, ligand-to-ligand ex-
of the NO bond in the anion state, the observed, relatively citations, etc. Furthermore, the energetic location of excited
high vibrational excitation of the desorbing molecuie¥>  states is sensitive to details of the embedding scheme. The
These and other dynamical details follow from the topology complexity of the problem results in high computational cost,
of the excited state potential and are nicely reproduced by which is why, to the best of my knowledge, no full-
the excitation-deexcitation models. In contrast, friction dimensional excited-state potential for a molecule on a

models reflect the ground-state topology only, at least in their gyrface has been presented to date. Reduced-dimensionality

present form. models, however, do exist. Apart from several 1D examples,
which will be described below, up to four-dimensional (4D)
3. Potential Energy Surfaces (PESS) PESs for selected excited states of diatomic molecules on
oxide surfaces were computed ab initio. Example systems
3.1. First-Principle Calculations are NO/NiO(100¥256and CO/Cy03(0001)257-258which will

The first-principle calculation of ground- and excited-state also be con3|d§red below. .
potentials is a formidable task. This is particularly so for ~ The calculation of molecular excited states on metal
metal surfaces, where it is safe to say that not even reliablesurfaces is especially tricky because of the continuum of
methods exist for accurate excited-state calculations. metal excitations, into which they are embedded. A brute-

Without going into details, and also leaving problematic force way is to employ clysters, which are then treated Wlth
cases aside, | note that ground state PESs for single atom§tandard quantum chemistry methods. An early example is
and for diatomic molecules interacting with ideal, low-index the calculation of excited states of CO and NO at Pt(111)
metal surfaces can now be calculated with reasonable@long the desorption coordinajn ref 259 (and for NG-
accuracy. The most frequently adopted methodology here isPt also ref 260), where small clusters were employed. In
periodic DFR5216in two-dimensional (2D) slé®” or three- _partlcular, SDCI (CI with singles and doubles excitations
dimensional (3D) supercell geometriééemploying plane  included) was used for “clusters” PNO and Pt-CO. The
wave bases, (ultrasoft) pseudopotentials, and gradient_photochemlstry of Pt/C.Olwas also studied in ref 261 with
corrected exchangecorrelation functionald!®220Sill there Pt—CO clusters and similar methods.
are not so many examples where full-dimensional PESs have Presently, the Cl techniques for calculation of excited
been generated in this way, fitted to analytic forms, and usedstates are being extended to much larger clusters and to the
for dynamics. In this context, “full-dimensional” means that multireference regime. In refs 26264, Cl and MRCI
the solid is still considered rigid; that is, an atom experiences schemes were applied toRt4, CO/PY7, and HCO/Agyy.
a 3D and a diatomic molecule a six-dimensional (6D) PES. Various adsorbate excited states, among them electron
For atoms (hydrogen), an incomplete list of examples is H attachment states, were determined. This was achieved by
on Ni(111), Ni(100), Ni(110¥?* Pd(111)%?2223 Pd(100), using a “shell type” model. Only for the metal atoms closest
Pd(110)%22 NiAl(110),%>* and Cu(111¥?® If surface motion to the adsorbate, a good basis (witfiunctions) was used,
is to be included, semiempirical potentials based on DFT while more distant metal atoms were treated on a lower level,

such as EMT (effective medium theot§)??” and EAM for example, as one-electron atoms. By a localization
(embedded atom methaéd are useful. For diatomic mol-  procedure, the atomic orbitals were transformed to a localized
ecules, an analogous list is #d(100)22°:23° H,/Cu- MO basis and classified as “confined to the adsorption site”
(100)231:232H,/P(111)23%:234H,/Pd(111)%%° Hy/Ru(0001)236 or “remote”. Only the adsorbate-like localized MOs were
N2/Ru(0001)2%” and Q/Al(111).238 selected for the CI calculations. In this way, one finds, for

There are fewer investigations of global PES of small example, for N/Pt4, a negative ion state about 4.2 eV
molecules interacting with insulator and semiconductor vertically above the ground state, which corresponds to an
surfaces. One additional complication here is that surface electron transferred from the metal to @*2rbital of N,.252
reconstruction is the rule rather than the exception. For theseThis excited state is bound and shifted toward the surface,
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in qualitative agreement with the Antoniewicz model to be As a consequence, a photoexcited adsorbate moves initially
discussed below. inward in the Antoniewicz model.

Time-dependent DFT is another method for excited states The negative ion state (eq 112) is a good candidate also
of large systems. The method was recently applied to CO for an active resonance in STM experiments with positive
adsorbed on Ni(11%5° and Pt(111¥%¢ Cluster models were  sample bias, where the lowest unoccupied molecular orbital
used for this, in ref 266 with up to 22 Pt atoms, and the (LUMO) is temporarily populated and whese is the work
excitation space was reduced to single excitations. function of the tip. In contrast, at negative sample bias, the

Also, for metals, embedded cluster calculationsefeeited highest occupied molecular orbital (HOMO) is depopulated
adsorbate states have been suggested. For example, a smahd a positive ion resonance may dominate in 1ETOf
adsorbate substrate complex can be treated with the ma- course, “hole resonances” may also be operative in photo-
chinery of excited-state quantum chemistry, and the metallic desorption. A model potential corresponding to eq 113 for
environment can be treated by periodic D¥TIn ref 267, the positive resonance state would be
the vertical excitation energy for an internat 5> 27*
excitation with CO adsorbed on a Pd(111) surface was
accurately determined by CASSCF and Cl type calculations
“embedded in periodic DFT”. Generally, there is a great
many possibilities of how this metallic embedding can be where IP— @ is the energy needed to transfer an electron
done?® A take-home message is that the embedding is hardly from the molecule to the surface.
ever free of unambiguities. Furthermore, in all models above, The two potential models, MGR and Antoniewicz, are
excited states are treated as stationary states, rather thaachematically illustrated in Figure 2b,c, respectively. Note
resonances. that in both models desorption will proceed in the ground

Finally, when it comes to larger, e.g., organic molecules state if the excited state is short-lived. The situation in Figure
on surfaces, little is known from the first principles world, 2b with the adsorbate desorbing in the excited state holds
in particular about excited states. Molecules as large asonly for long-lived excited states (vide infra).
benzend? or even biggef®®2%°on Si surfaces have been The 1D MGR and Antoniewicz models have been ex-
studied with the help of cluster models and DFT. Typically, tended in the dimensionality, the number, the character, and
hybrid functionals popular in quantum chemistry such as the topology of the participating excited states. In particular,
B3LYPZ? are used, together with atomic orbital bases, and for systems containing molecular oxygen, neutral Q,™,
PESs are only computed along selected modes. Presentlyand Q? species are possible adspecies, and for each of them
several groups are studying the adsorption of even larger(diabatic), PESs and model couplings have been suggested.
molecules on metal surfaces with periodic DFT cotlég/? An example is @Pt(111)?7 Similar models were developed
however, they are not aiming at global PESs. Excited statesfor other systems and processes (e.g., molecsueface
have hardly ever been determined for these systems. Oftenscattering), for example, for £AI(111),282"°and NO/Cs/

a first guess for the relevant excited state is obtained by Ru?® In these models, more than one degree of freedom
attaching an electron (or hole) to the molecule, thus mimick- was considered, for example, the interatomic distance

e2

Vi@ =Vyd - @+ 1P- (113)

ing a negative (positive) ion resonarffe. within the diatomic molecule, and, the desorption coor-
dinate.
3.2. Model Potentials Also, the topology of the excited states was modeled in

Gi th lexity of the electronic struct bl various ways. Examples are 2D two-state models for NO/
Iven the compiexity of the €lectronic structure problem, ‘py 1 1ys1 fyo-mode two-state models for NAP(111582-284

the use of model PESs has a rich tradition in theoretical and NH/Cu(111)255-28 three-mode two-state models for

surface photochemistry. In particular, low-dimensional two- NHy/Cu(111) and Cu(100¥° and up to seven-dimensional
state models are popular. PES for NO on NiG® (six for the NO molecule in front of

The two most prominent examples are the celebrated
. the surface and one for a phonon mode). The parameters
73,274 75 . A .
Menzet-Gomer-Redhead (MGRJ}*2™and Antoniewic2 and shape of these potentials were based either on limited

[)nodedls, rtespt_ecltlvely. Inl\'jlhe first, tan adszortt;atfe re:E:d_es N 33p initio information or, as in most cases, on empirical data
ound potential, e.g., a Morse potentig(Z), before being and “educated guesses’.

transferred to a repulsive excited statgZ), for example,
of anti-Morse form. As a result, the desorbing particle will
initially move outwardin the MGR model. P 4. Energy Transfer to the Substrate

In the second case, the excitation is to a bound excited The energy transfer from an adsorbate to the surface and
state, arising, for example, from the transfer of an electron ,ice versais central to photodesorption and similar pro-
from the metal to a low-lying acceptor level of the adsorbate. cesses. In particular, the vibrational damping and the
A protoypical example is NO/Pt, for which in a 1D model quenching of electronically excited adsorbate states are
an excited-state modé#-276 important.

2 I .

V,(2) = V2) + @ — EA - 4% (112) 4.1. Vibrational Relaxation
4.1.1. Mechanisms

has been suggested. Asymptotically, Zor> o, this potential The vibrational damping coefficieny or energy relaxation

accounts for the energy difference between ionic and neutralrate, of an adsorbate vibration is defined as in ref 291

(ground) state, through a cost fact®r (the work function

of the metal) and a gain factor EA (the electron affinity of n=W,o— Wy, =1, (114)

the molecule). Closer to the metal surface, the ionic state is

stabilized by image charge attraction, the last term in eq 112. wherez;, is the vibrational lifetime. Th&\V,—.; are temper-
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ature-dependent. This rate can experimentally be probed byTable 2. Theoretical Vibrational Lifetimes z, (in ps) for

pump-probe spectroscopy and IR line width measurements.
It must be noted, however, that the line width is not solely

Various (Schematically Sketched) Modes of CO/Cu(100) af =
0 K30 and T = 300 K40a

determined by energy relaxation but also by pure dephasing
and inhomogeneous broadening, which sometimes dominate

The two most prominent mechanisms for vibrational
energy (and phase) relaxation at surfaces are vibration
phonon and vibrationelectron coupling, giving rise to
individual contributions tay

made frustr, transl. | frustr, rotation | Cu-CO stretch | CO stretch

{degenerate) (degenerate)

el—1

N="Npnt 1= TeiT;l *+ T (115)

Note that in a FL experiment the phonon and electron rates

will generally depend on different temperaturés, and Te.

Vibrational lifetimes were measured for a variety of modes
and substrates. An interesting case is the internal stretch mod¢
of adsorbed CO, where vibrational lifetimes 8#.3 ms,

. o ; 1
% S et |
ulp (exp.) 15 {calc.) 285 345 2085
Tuin |1 =0K)
electrons (the.) 108 2.3 52 3.3
(exp. [300]) 10 =1 =10 3
Twin 11 =300 K)

9.7

4.9

0.7 5.6 LG
6.6

2.8

electrons

phonons 3.8 = 1000

both 2.3 0.7 L6

~2.3 ns, and~3 ps were reported for NaCl(1082°3

a Also, some experimental values are given as cited in ref 300.

Si(100)2°**and Cu(100%5 surfaces, respectivelysee Table
1.

Table 1. Experimental Vibrational Lifetimes i, for the CO (v =
1) Stretch Mode on Various Surface$

surface NaCl(100) Si(100) Cu(100)
CO frequency (cmt) 2107 2081 2086
Debye frequency (cmt) 220 520 240
lifetime zyip 4.3 ms 2.3 05ns 3+1ps
comments 13C160, 22 K 100K 300 K
refs 292, 296 294 295, 296

2 The vibrational frequency of CO and the Debye frequencies are
also given.

For both the insulator and the semiconductor surface
relaxation by vibration-electron hole pair coupling is
inefficient, because the fundamental energy gap between
valence and conduction band is much larger than the
vibrational quantunfiw, of about 2100 cmt. On the other
hand, this frequency is much higher than the Debye
frequency of a typical substrate of a few hundred &A1t
This makes also the direct energy transfer from the CO
vibration to the substrate phonons slow, resulting in com-
paratively long vibrational lifetimes. Long lifetimes are also
found for other high-frequency adsorbate modes on nonme-
tallic surfaces. An example is the-SH stretch vibration of
the already mentioned H:Si(100)2 1 surface, with a
lifetime in the nanosecond rang®.For CO/Cu(100), the
phononic decay channel is also inefficient. Nevertheless, a

and semiconductor surfaces and, in some cases, also of low-

frequency adsorbate modes at metal surfées.

Formalism. Conceptually, the most straightforward way
to treat vibrational energy relaxation by vibratiophonon
coupling is to excite the mode locally and follow its
subsequent fate with MD. This can be done by explicit cluster
or periodic models for the vibrating surface or within a
system-bath concept by using a Redfield type relaxation
theory®! or a generalized Langevin mod&.MD requires
multidimensional force fields. “On the fly” first principle
MD such as Car Parrinefi$? avoid this problem but are
costly, and quantum effects are still missing. A full guantum
simulation, on the other hand, is limited to low-dimensional
models. Even MCTDH, when applied to favorable “system
plus harmonic bath” problems, is restricted presently to about
100 surface oscillato®. Semiclassical methods of various
kinds are promising®+3°7 Finally, if the lifetimes are long,
real-time dynamics is impractical.

On the other hand, vibratierphonon coupling is often
weak, which makes this problem ideal for perturbation
theory. One then typically starts with a systebath Hamil-
tonian of the form of eq 29, wheids describes the adsorbate
(the system),H, the substrate phonons, mostly treated
harmonic, andHs, is the mechanical coupling between the
two. If only a single adsorbate moda, is of interest, a
suitable Hamiltonian is, withQx denoting normal mode
coordinates of the substrate,

short lifetime in the picosecond range is observed as a result

of the coupling of the CO mode to electrehole pairs of
the metal.

In comparison to high-energy modes, low-frequency
adsorbate modes can behave quite differently. At metal
surfaces, vibratiornelectron coupling still often dominates.
However, if wg is smaller or only moderately larger than
the Debye frequency, one- and two-phonon relaxation can
become substantial in additid??. An example is shown in
Table 2, listing theoretical electron and phonon contributions
to the lifetimes of all six CO modes of CO/Cu(100§.299.30%

In the following, some theory to treat vibrational relaxation
by vibration—phonon and by vibrationelectron coupling
will be reviewed separately.

4.1.2. Vibration—Phonon Coupling

Vibrational relaxation of adsorbates by coupling to sub-
strate phonons is the dominant damping channel for insulator

N N
A=HA(q+ S Aobb + S f(q) Q.+
X(e) kZl kPO Z () Q
N

N
; 0u(@) Q. Q + hgm(@) Q Q Qp + + =+ (116)
\ kI,m

Here, b, and b/ are annihilation and creation operators of
theN harmonic bath vibrations with frequencieg The third

and later terms in eq 116 are systebath couplings, which
account for one-, two-, three-, etc. “phonon” processes, and
f(@), gu(a), ham(g), etc. are the corresponding coupling
functions. In eq 116, the frequencies and normal modes

Q«x may be obtained from normal-mode analysis of a large
cluster. The coupling functions can be obtained from the total
potential, by Taylor expansion, from derivatives\6fvith
respect to the normal coordinates, at the equilibrium positions
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Qo -.-, Qno- Still, eq 116 is a model Hamiltonian that T = 0, is given with the model eqs 117 and 119 by
neglects, for example, frequency shifts in the bath as a

function ofq. It also treats the bath modes as local vibrations, o ,1k2
rather than real phonons with wavevector and polarization. W, = Swo — @) (121)
This feature, however, can easily be implemerftéd. 2mw © M, o,

In an even simpler variant of eq 116, (i) only one-phonon
processes are considered, (i) the system is also treatedHere,My is the mass of the lattice normal mokleNote that
harmonic (with system frequeney,), and (iii) the coupling eq 121 predicts a clear isotope effect, with largecausing
functionsfi(q) are linearized. This is the harmonitinear shorter lifetimes. At finite temperature, the same modifica-
model mentioned in section 2.1.6, with Hamiltonian tions apply as above.
N Applications. The above and related formalisms have been
N applied to a variety of systems. In a number of papers, the
H = ho, a'a+ Z hay bl by + Z 4aqQc (117) decay of the Si-H stretch mode at hydrogen-covered silicon
k= surfaces was investigated by perturbation theory. The

Here,a’ anda are the harmonic creation and annihilation experimental lifetime of the first excited SH stretch

operatorsa’ anda of egs 42 and 40. Equation 117 is of the Vibration of H:Si(100)2x 1 atT = 300 K iszyp, ~ 1.2 n$%’
linear coupling form of eq 44. If the coupling constasis and increases with decreasing temperature to several ns. For

are not known, one frequently uses a single coupling P:Si(100)2x 1, the lifetime is much shortet, (D) ~ 250
constant, 1, instead, which empirically accounts for an PS at room temperature. The H:Si(111)11 surface be-

average systerrbath coupling strength. haves similarly, withr,i,(H) ~ 950 ps at room temperature.
According to Fermi's Golden Rule, transition rates be- !N refs 36 and 37, the relaxation of the-3i vibration

tweenv = 1 andv = O of the adsorbate vibration are Was treated within a 1D harmonic-oscillator model, with the

calculated generally from lifetime at T = 0 entering as an empirical parameter. The

only coordinate explicitely considered was the-8i dis-
2 N ) tancer. Because the SiH stretching mode has a frequency
Weo=—73 Z\Ni(T) [1 = w(T)] 0, f [Hg 1,i0F x of about 2100 cm! while the Debye frequency is 520
h 4 cm1, a multiphonon mechanism must be at work. In refs
O(e; — ¢ —hwg) (118) 37 and 297, a relaxation by emission of three Bibending
vibrations (with about 630 cnt each), plus one bulk Si
whereliCand|fCare initial and final bath states aadande; phonon, was proposed. For this four-“phonon” process, a
are the corresponding energies. Furthermar@) and 1— fourth-order, temperature-dependent variant of the equations
w(T) are the probabilities that these states are occupied anthbove was used, leading to
empty, respectively, at temperatufe
Specializing to vibration-phonon coupling, at = 0, the W, o=
transition rates between= 1 andv = 0 for one- and two-
phonon processes are k‘%’n AdgmiNg T 1) (g, +1) (g y + 1) (N, + 1) x
27 0wy — W — 0 — Wy — ) (122)
W =— 2 10, 3 (@A 1, 0T 0wy — @)
K? wherengy := ng(T, hwy) is the Bose-Einstein occupation
o for bath modek as defined in eq 70 anéymn contains,
2) formally, the transition matrix elements. Because of the four
W(l—)'O S ; |0, I 4194(0) Q QI L, G q[ﬂz X temperature factors, a strong temperature dependence of the
h® % decay rate was predicted; accordingly, the vibrational lifetime
0wy — w—w) (119)  would decrease frorf = 300 K to T = 100 K by a factor
) , ) o of about 2, in agreement with experiméft.The shorter
with O and 1 denoting bath oscillatok in its ground or  |ifetime of the D-Si stretch mode is due to the smaller
first excited state, respectively. Extensions to three- and mismatch of the SiD frequency with the bulk frequencies.
higher-phonon contributions are straightforward. From the  gyn et al. had earlier calculated the vibrational lifetime of
above expressions, it is an easy matter to integrate out thethe Si-H stretch mode for H-covered Si(111) and Si(110)
harmonic bath. The functions can be approximated, for gyrfaces using BlochRedfield relaxation theor§?131 In
example, by Lorentzians. Alternatively, one can rewrite them hejr model, the vibratiorphonon coupling was again

as phonon densities of stat®wr as spectral densitié&?3%? assumed to be linear, and the relaxation rate evaluated as
For the density of states, if not calculated, common models

such as the Debye model are frequently adopted. At finite
temperature, upward rates come into play and upward and

downward rates are related by detailed balance, as in eq 26, . . .
In the harmonic, bilinear coupling model eq 117, one The force-force correlation function appearing under the

T |01 107 7 &7 BF(0)OF() st (123)

obtains for general — f3 vibrational transitions at = 0, integral was evaluated classically, using a parametrized force
the rates field. This approach thus utilizes aspects from perturbation
theory and from classical MD. For hydrogen-covered
Wop = Ogpr1 @ Wig (120) Si(111), a vibrational lifetime of,in(H) ~ 1.7 ns was found
in this way.
This is, as mentioned earlier, the strict selection tle= Similarly, in refs 311 and 312, a semiempirical bond-order

—1 with a relaxation rate proportional to the quantum number potentiaf*®>315 was used to provide “absolute” rates for
o of the decaying state. The réi#. .o, equivalent tay, at H:Si(100)2x 1. As a new aspect, two modes were treated
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nonperturbatively, namely, the mode and the SiSi—H Accordingly, the vibration ofiwg ~ 400 cn! emits two
bending along the bending angle, The system modes were  phonons (the Debye frequency of Niis300 cnt?), thereby
treated as anharmonic and nonlinearly (in the system decaying on a sub-picosecond time scale. This finding is in
coordinates) coupled to harmonic surface oscillators. The accord with experimental IR absorption line widfi%.

latter were obtained from a normal-mode analysis of If few-phonon decay is not possible, the vibrational
medium-sized clusters. Because the bending was treatedifetime can become very long. This is the case for
nonperturbatively, a lower-order description could be used CO/NaCl(100), where, to relax the CO stretch quantum of
for the phonon bath: So far, one- and two-phonon contribu- 2100 cn?, at least seven phonons are nee#&&® Tully

tions were considered. and co-workers modeled these high-order phonon processes

A lifetime for the stretching mode of H:Si(100) of about by perturbation theory. They employed an overall coupling
1.5 ns was found at room temperat&te3'2which increases  constanfi to reproduce the 4.3 ms decay of the fluorescence
with decreasing temperature, both findings in reasonablesignal obtained in experimeff2 Moreover, vibrational
agreement with experiment. Also, higher excited vibrations energy pooling was modeled in refs 308 and 309 for this
v > 1 and the vibrational relaxation of the bending mode system; that is, the occurrence of CO molecules excited up
were considered. It was found that, in particular for the to as high a» = 15 after the CO bond had been pumped
bending mode, the decay rates increase approximatelywith IR photons. The energy pooling is due to lateral
according to the simple scaling law (eq 120) with vibrational vibrational energy exchange of the type CO{JCO(1)—
guantum number. In Figure 8, | show a representative clusterCO(2) + CO(0).

In this context, it should be noted that also in other systems
lateral energy transfer can become very efficient in com-
parison to vertical energy loss. An example is the possible
Forster transfer of a localized SH vibrational quantum to
a laterally propagating band of-SH phonons in H:Si(111y’

4.1.3. Vibration—Electron Coupling

Formalism. Vibrational damping due to coupling to
electron-hole pairs can also be treated perturbatively. The
key is again eq 118, wherédand |fdare now initial and
final electronicstates, with energies ande;. Furthermore,

& — U
T

i

is the probability, according to a FermDirac distribution,
n that |illis occupied at temperatufie with 4 ~ Er being the
chemical potential. Similarly, + w(e)) = 1 — f (e — ) is
the probability thatflJis empty.

Using an electrofrvibration Hamiltonian eq 65, and for

] the electronic part a NewrsAnderson Hamiltonian analo-

v=3 4 gous to eq 66, the electronic states entering eq 118aate
and|kL] Furthermore, for the coupling operator, one may take
Hsh = Hes WhereHes is a linear coupling operator of the
form eq 67.

Precisely within this model, Persson and Per&Salerived
approximate expressions for the vibrational damping rate.
If an adsorbate vibrates alowggaroundq = 0, the adsorbate
resonance close to the Fermi energyin eq 66, will move
up and down energetically and therefore be temporarily
occupied. For low-amplitude motion, the adsorbate level can
used for normal-mode analysis, along with the lifetimes of be expanded as
the first three excited levels of the-SH stretch mode. It
was also predicted that the-SH bending mode decays on
a picosecond time scale, i.e., by 3 orders of magnitude faster
than the stretching modes. Becausg ~ 630 cnt?, two

-1

w(e) =f(g —p) = (124)

1 1 1
2000 4000 6000

energy (1/cm)

Figure 8. Vibrational relaxation of the SiH stretch mode of H:Si-
(100)2x 1. Top: Cluster model comprised of 180 atoms. Bottom:
Tib(r) at T = 0 K, as a function of excitation energy.is the
vibrational quantum number of the-SH stretch. See ref 312 for
details.

q (125)

de,
@~ 0+ g,

phonons are required to achieve this.

Similar short lifetimes were found for the-€H stretching
modes of H-terminated diamond surfaé®¥s1’For example,
for H:C(100), a vibrational lifetime as short as 0.8 ps was
predicted, which is due to a 1:2 resonafte.

Efficient vibration—phonon coupling should also be able
to compete with electronic damping, for low-frequency

aroundqg = 0. Using this and several further approximations,
Persson and Persséhhave shown that the Golden Rule
gives, atT = 0, a vibrational damping rate
_ —1 4.7'[h dE
el = Tib

(126)

m

2 5
dq O) Pa (EF)

adsorbates modes, even at metal surfaces. For exampleere,p,(er) is the local density of states at the Fermi level,

Persson suggest®d that the Ni~CO vibration of

CO/Ni(100) decays dominantly by such a mechanism.

which can be approximated by a Lorentzian, analogous to
eq 72. Comparing egs 126 with 73, one notes that both
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equations are identical if the coupling constartefined in
eq 67 isO (dea/dqg)|o.
Equation 126 can, under the further assumption that in eq

72 Ay and A, depend only weakly on energy, be written
a§19

M1 = 27w, (O0;)° (127)
wheredn, is the fluctuation of the occupation of acceptor
level |adduring one vibration. By estimatidtf or calculat-
ing®?° this charge fluctuation, therefore, one obtains a first
guess for the electronic friction coefficient. By this procedure
in ref 319, 7, = 1.8 ps has been determined for the CO
stretch mode of CO/Cu(100), already in close agreement with
the experimental value of3 ps?%®

This theory gives insight, but for reliable predictions, one
would like to have more quantitative expressions. In this
context, the theory of Tully and Head-Gordon is worthwhile
to mention, which is based on an ab initio quantum chemical
cluster modet#0299.3%0The starting point is again Fermi's
Golden Rule (eq 118). The electronic initial and final bath
stategi[land|f(states are BornOppenheimer (i.e., adiabatic)
electronic wave function®;(r;R) andW(r;R). Furthermore,
the coupling operatoHs;, is the kinetic energy operator of
the nuclei,Hs, = Tr. The matrix elements for thg,, iC—
|0, fOvibronic transition, afl = 0, are

(T [Fgy O, fO= (40| Tel WiIgpk  (128)
Here, ¢ is the first excited vibrational state in electronic
statei and ¢g is the vibrational ground state in electronic

statef. For a single nuclear mode = q and 'i'q = —(h%
2my) (d?/dg?), one obtains

[, i TRl Oy f O=

[y ITP0)] oo + 2@2

d f
ﬂl)(q)\ di;;Dq (129)

The T(q) and T(q) are the first- and second-order
derivative couplings, which appeared in eq 106:

=[Gl oo
TP (@) = —% EL d—wﬂ (131)

dq2 r

Now, one neglects eq 131 and approximalg€)(q) ~
T1(0). Furthermore, | assume that the molecular vibration
is harmonic and that all PESs are parallel, ilé,| qﬁ;ﬂ =

Oqs. Finally, one approximates the ground-state electronic
wave function®, as a single Slater determinant, generated
from a Hartree-Fock cluster calculation, and the electroni-
cally excited state¥, as singly excited determinants derived
thereof. The electronic excitation energies are (further)
approximated as; — e, Wheree, is the energy of an
occupied, and, of an empty (“virtual”) orbital (The:; values

Saalfrank

Figure 9. Vibrational relaxation by vibrationelectron coupling.
Top three panels: Schematic illustration of possible adsorbate
modes,q, and deexcitation/excitation processés= hwy is the
energy of one vibrational quantum. Bottom: Largest cluster CO/
Cu4 used in ref 299.

Fermi level to levels above-itsee Figure 9. The corresond-
ing rate i§%°

Net = Wio =
hw, Q dy,,
mh E r d_q 0 6(€n — € + ha)o) (132)
neoccrevirt

wherey; denotes a HartreeFock orbital. Furthermore, the
matrix element is a one-electron integral withyi(dg)|o
denoting the derivative of orbitat at g = 0. Head-Gordon
and Tully rewrote eq 132 in an LCAO-MO frame, ending
up, after a few additional approximations, with a trace
formula

ah

o=, TH{P(Er) G* P(EF)GT) (133)

Here,
(134)

Wheregq is the first derivative of the Fock matrix with
respect to normal modg atq = O. §‘ is the same for the
overlap matrix Er is again the Fermi energy, a@(E,f) is

the local density of states just abO\E\,f][ and below Ef)

of the Fermi level, respectively. The latter can be calculated
from the coefficientC,, of AO x in MO p as

PE)=Y C,C) 0(E ~ ) (135)
p

A few points are worth mentioning. (i) The formalism can
be extended to finite temperature as indicated above. The

are orbitals, not state energies now.) By this procedure, onetransition rates obey then detailed balance. (ii) The 1

obtains a rate for transition from= 1 to » = 0 in the ground
state, by simultaneously exciting electrons from below the

vibrational lifetime is the inverse of, and, according to eq
133, is proportional to the vibrational massg. (iii) If only
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a single acceptor orbital of the adsorbate is important (e.g., friction calculations were carried out to test this hypothesis.

the 2r* orbital of NO, CO, or N), eq 133 reduces ¥ The two modes considered werethe N—N distance, and
Z, the N—surface distance in parallel orientation. While
e 0 wg (0N,) (136) electronic friction does account for some vibrational cooling,

the experiment could not fully be explained.

in analogy to the NewnsAnderson form (eq 127). (iv) . ]
Within the harmonic model, af = 0, the same scaling as  4.2. Electronic Relaxation

in eq 120 holds. (v) The same formalism can be applied for ¢ rejaxation of electronically excited adsorbates has a

an entire friction matrix; as needed, for example, for MD  g41ng influence on the desorption dynamics. The resonance
with electronic friction (see eq 64), according to width A, plays a central role in all models of above. Again,
&S preh &G atT = 0, the electronic lifetime of statalis given byze =
Neiqs = 7 THP(ER) G"P(Er) G} (137) hlA, = 1/\/\/3'_,9, whereas at finite electronic temperature
one has
where G* and G® contain now derivatives of energy and
overlap matrices with respect haass-weightedormal mode Ty 1= V\FaL — W (139)
9 g—a
coordinates, e.gg = qJn_lq.

A similar approach, albeit in the framework of periodic In most of the recent studies of laser-/electron-induced
DFT, had earlier been taken by Hellsing and Perssbn. desorption and similar surface reactions, the lifetimes of
Accordingly, the electronic damping for an adsorbate mode adsorbate excited states are used as empirical parameters,
g can be derived, after additional approximations, from TD- sometimes chosen to fit experimental data such as desorption
DFT 2% resulting in a Golden Rule type expression yields. In particular, for metal surfaces, for which the

adsorbate lifetimes are as short as femtoseconds, both time-
Nat = —— u
my

v resolved measurements and quantum mechanical calculations
8_q ¥ Ole, — Ep) O(e, — Bg) are still rare.

(138) 4.2.1. Excited Metal Bulk and Surface States (SSs)

The “additional approximations” consist mostly of the quasi-  In some contrast, the longer-lived excited electronic states
static limit, i.e., the assumption of a slowly vibrating of bulk, “hot electrons”, or of excited electrons trapped in
adsorbate. In eq 138, thg, ande¢, are one-electron wave SSs are relatively well-studied, both experimentally and
functions and energies, derived from periodic DFT, ahd (  theoretically. The experimental method of choice here is
dq) is the derivative of KohsrSham potential with respect  time-resolved two-photon-photoemission (TR-2PPE )31
toq. In this two-pulse experiment, a first pulse excites an electron
Applications. The cluster approach of Tully and Head- from belowEr to an empty bulk or SS, and the second pulse
Gordon has been applied, within Hartrdeock theory, to probes the transient dynamics in this state by exciting it above
vibrational damping of CO/Cu(100%°2°%3%Typical cluster the vacuum level, where it can be detected. Other experi-
sizes were CO/G4) CO/Cup, and CO/Cy,—see Figure 9.  mental methods giving information about quasiparticle
As can be seen from Table 2, the vibrational lifetimes for lifetimes are angle-resolved photoemission (PES) and3$TS.
the various modes range (&t= 0) from 2 ps (frustrated According to so-called Fermi liquid theory, and also
rotation) to about 100 ps (frustrated translation). In that table, according to more quantitative scattering theory when applied
also considered are temperature effects and the fact thato free-electron gaslike situations, the lifetime of electrons
vibration—phonon coupling will contribute to the total excited into Bloch states with an enerfy— Er above the
lifetime. The latter was determined in ref 140 from MD with  Fermi level is in the limit of a high density of electronic
electronic friction. states given &%
The periodic DFT approach of Persson and co-workers
was in first applications, used for atomic and molecular 7.=B 1) (140)
vibrations relaxing at jellium metal surfac&.In more el E—E:-
modern applications, slab calculations were performed with
plane-wave basis sets, ultrasoft pseudopotentials, and GGAswhere B is proportional top®®, with p being the average
Examples are refs 322324, where the friction coefficient  electron density. More sophisticated theories are based on
e Was calculated as a function of atersurface distancg the calculation of self-energies from first principles, which
for hydrogen and deuterium atoms at Cu(111). takes the band structure of a real metal, calculated by DFT,
The friction coefficients are useful for photodesorption but, into accoung34 337 The lifetime can be determined from the
more generally, also for vibrational relaxation and for sticking imaginary part of the self-energy, which in most applica-
of adsorbates in gasurface scatteringf>3?They can also  tions to date is calculated in the so-called GW approxima-

be used for a first principles theory of “chemicurrent¥”, tion 338
i.e., currents induced after electrohole pair excitation by Free-electron like metals such as Al not only follow eq
atoms or molecules interacting with metal surfaés. 140 nicely, but there is also agreement between the free-

In ref 143, the method was applied to calculate, in a two- electron models and the first principles theory as far as the
mode model, the friction matrix for associative desorption energy dependence af is concerned. This agreement does
of N from Ru(0001) surface. The experimental observation not hold, however, for the prefact® in eq 140, which is
here is that the desorbing molecules are vibrationally different in free-electron and from band structure mod-
surprisingly “cold”, which was speculated to be due to energy els33%34°For Al, the first-principles lifetimes are in the order
loss by coupling of the NN vibrational mode, to electron  of 100 fs forE — Er &~ 0.5 eV, decreasing to about 5 fs at
hole pairs of the metal. Corresponding MD with electronic E — Er ~ 4 eV.
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The quadratic scaling (eq 140) does not apply anymore “isolate” SSs from the substrate, which leads to smaller
for main group metals with a more complicated band penetration of the corresponding wave functions into the bulk
structure, such as Be, for d-band metals such a¥\g,34 and, therefore, to longer lifetimes.
and Au3*2343and for certain other met&f$ -3¢ and nonmet- A more sophisticated theory, which goes beyond the
als34” In these cases, can behave even nonmonotonic as simple overlap formula and a one-electron approach, treats
a function of excitation energy. The first-principle formalism = the electror-electron scattering process explicitly. Using
based on DFT and the GW approximation can also be usedmodel potentials of the type above and the resultant wave
to determine the lifetimes of holé&:**The holes have, at  functions, the contributions of inelastic electreelectron
the same energy, typically a longer lifetime than the scattering to the lifetime can be calculated again from the
electrons®®® electronic self-energy in GW approximatiéfd.This approach

Electronic excitations localized at metal surfaces, such aswas successfully applied to image potential and other SSs
excited electrons in image potential, quantum well, or other of many material§s+-35¢
SSs, have lifetimes ranging from femtoseconds far into the  pq gn example, let us consider again the image states of
picosecond range. For example, the lifetimes of the lowest ,100). For the lowest three image states, the lifetimes
image potential states of Cu(100) were determined by TR~ 5ccording to eq 144 and the self-energy calculations of ref

2PPE to be in the order of a few tens to hundreds of 354 46 given in Table 3 and are compared to experifnt.
femtosecond® Image potential states arise from the

Coulomb-like image potential, which behaves asymptotically Table 3. Lifetimes of the First Three Image States of Cu(100) (in

like fs), According to Various Theoretical Methods and Experiment
62 image state 1 2 3
lim V(2 = e (141) eq 14451 22 112 337
zme self energ§* 30 132 367
exp330 40+ 6 110+ 10 300+ 15

wherez is the coordinate of the electron along the surface
normal. Image states are located in front of the surface

forming a hydrogen-like Rydberg series in analogy to atomic  The lifetimes for Cu(100) are comparatively long, which
physics. The energy of an electron trapped in an image statejs a consequence of the fact thakat= 0, the Cu(100) band
with quantum numben (n =1, 2, ...), is in 1D idealization  structure supports an energy gap several electronvolts wide

given by around the vacuum level, in which the image states are
A embeddettsee Figure 10a below. Their penetration into the
= (142) bulk is therefore small. The Cu(111) surface supports also a
(n+ a)2 gap atk, = 0; however, in this case, the= 1 is energetically

_ , closer to the band edge, and therefore, the wave function
whereA = Ry/16 = 0.85 eV andR is Rydberg'’s constant  pepetrates much further into the bulk. As a consequence,

for hydrogen anda =< 0.5 is a quantum defect. The then = 1 lifetime of Cu(111) is only 17.5 fs according to
corresponding image state wave functions are hydrogen—l|ketheor)ﬁ54,sss and 18+ 5 fs according to experimef® It
wave functions. They penetrate, however, into the bulk, shouid be noted that lifetimes, and more generally the
giving rise to inelastic electrorelectron scattering and  gpectroscopic line widths, are in general also to some extent

therefore to a finite lifetimer,, of image potential state. determined by electrepphonon couplingf® and other broad-
In a simple, hydrogen-like picture, the lifetimes scale ening mechanisnié!

according t&>°
4.2.2. Adsorbate Excited States

A big challenge is the measurement (and calculation) of
In a slightly more sophisticated approach, one may introduce lifetimes of electronically excited adsorpatgs, .because they
a more realistic interaction potential for electrons in contact ¢an be ultrashort. An example where this lifetime, even on
with a surface. Chulkov et al. have developed such an @ metal surface, is still comparatively long and therefore
effective one-electron potentis(2) for various metals, which ~ accessible are alkali atoms adsorbed on Cu surfaces. Here,
is periodic inside the solid and has the correct asymptotics Pecause of the electropositivity of alkalis such as Cs, the
of eq 14134 This potential can be used to determine more ground state is C¢Cu~, and a photochemically relevant
realistic eigenenergiel, and wave functionsp,(z) of the excitation is to an antibonding @€ state (A state). In
image potential states numerically. The lifetimes of image the case of Cu(111), the photoexcitation is from a SS to the
potential states can then be estimated from a simple overlapA state and direct (see below). The observed, unusual long

r,0n’ (143)

criterion ag40 lifetime of the antibonding state for Cs/Cu(lll)_ is abaut
~ 15 + 6 fs*1 (T = 300K) or 7 ~ 50 fs according to ref
h 362 (T = 50 K).

n b(E, — Ep)p, (144) In refs 363, 364, and 371, one- and multielectron contribu-
tions to the resonance width,, were computed. The one-
Here,pn = [ouklyn(2)|? dz is the penetration of image state electron contributions, which are due to resonant charge
n into the bulk region and thus a measure for electron transfer (RCT), were estimated from an electronic wave
electron scattering and = 0.13 (for Cu and Ag) is an  packet approach. Accordingly, a 3D electron wave packet,
empirical constant. Equation 144 has been used not only formodeling the valence electron of Cs, is placed in front of a
bare metal surfacé® (see below) but also for variants of it  Cu surface, and the charge transfer into the substrate followed
to calculate lifetimes for overlayer systems such as<is/ in time. The multielectron contribution, on the other hand,

Cu(111¥%?or Ar/Cu(100)%2In these systems, the overlayers is due to inelastic electrerelectron scattering (see above)
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(a) 4 electron-electron contribution if\ee = 20 meV, similar to

Cs/Cu(111), resulting in a total resonance width= 132

meV andte = 5 fs. The corresponding band structure and
electron wave packet dynamics are also illustrated in Figure
10. The experimental lifetime of the A state of Cs/Cu(100)
is difficult to determine, but a value of & 4 fs has been
suggested. Similar behavior has been found for other alkali/
Cu(111) system¥’

The methodology of using one-electron model potentials
in conjunction with wave packet propagation had earlier been
developed for the HCu(111) systeni®® Again, the band
structure of Cu(111) blocks the transfer of the electron to
ket Cu(100) the surface, leading to relatively long lifetimes. In ref 368,

- ) O s O 1 A i Gauyacq and co-workers studied the dependence of the
0 02040608 0 02040608 1 “negative ion resonance” width, (and ), as a function
of atom—surface distanceZ. A near-exponential decay of

energy (eV)
A

k, (a.u.) k, (au) A4(2) was found. In the wave packet modéd%°resonance
(b) widths A, are determined by first computing the wave packet

Cu(l11) Cu(100) autocorrelation function,

C(H) = W(0) | p(D (146)

and then fitting to an expression

L Aa
cH=3 A, exp{ —i(Ea -i—

a

-50

o &
& o

n
S

t] (147)

-
o

o

whereL is a small number. Herej(t) = e 1" 4(0) is the
propagated 3D electron wave packet &hid a one-electron

] Hamiltonian containing an appropriate one-electron pseudo-
20 B e SUSINI: potential.

0 10 20 30 400 10 20 30 40 This Z-dependent resonance widily(Z) can then be used,
by treating the motion of the projectile classically, to estimate
the amount of RCT during Hsurface scatteringf®37°Sim-
Figure 10. (a) Band structure of Cu(111) and Cu(100), as a ilar approaches were used for nonadiabaticisuarface scat-
function of electron momentum parallel to the surfake,SS is tering in other systeni¥€132See also the related papeéfs3’®

the SS = 0), and IS is then = 1 image state. Thick horizontal  Qyjte generally, the theory of nonadiabatic atom and mole-

lines indicate the energetic position of the Cs A state for Cs/Cu P : ;

(see the text). (b) Snapshots of wave packets for the transient Acule/surface (:7(3I3!|7§|0ns mcludmg. RCT has many facets and
state of Cs/Cu, as a log(?) plot, in cylindrical coordinates. @ !ong histor2™3”’As an alternative to the explicit propaga-
Reprinted with permission from ref 363. Copyright 2001 American tion of electronic wave pat_:kets, th(_? coupled _angul_ar mode
Physical Society. (CAM) approach, possibly in a multistate version with non-

adiabatic couplings between the individual staté& & was
and was again determined from the self-energy evaluated inadopted. The CAM meth&# gives the positions and widths
GW approximation. The total computed resonance width of excited states, in particular of negative-ion resonances,
as a function of projectilesubstrate distanc&® The CAM

—
(=]

coordinate perpendicular to the surface (a.u.)

coordinate parallel to the surface (a.u.)

A= Agert Age (145)  method is similar to so-called R-matrix thed:83and also
to projection operator techniqué& for electron-molecule
of 23.5 meV for Cs/Cu(111) gives a lifetimg = A/A, ~ scattering. Accordingly, the interaction of an electron is

28 fs in good agreement with experiment. For this system, treated as a scattering problem, with “inner” and “outer”
A, is dominated byA.. = 16.5 meV, whereas RCT is regions of interaction space, which are treated at different
blocked, andArcT = 7 meV. This blocking is again due to  levels. The scattering wave function has to be matched at a
the large projected band gap of Cu(111), in which the A point separating both regions. In the inner region, different
state is located, as illustrated in Figure 10a. As shown in angular modes are mixed by the anisotropic electron
Figure 10b, the electron has to enter the bulk under an angle.adsorbate/surface potential, which justifies the name of the

Because the A state is repulsive (see below), an influencemethod. While useful for molecules, most applications of
of nuclear motion on the TR-2PPE spectra is found. First the CAM method were for atom/surface scattering. Among
attempts to model this have been presented within aseveral molecular examples arg,RH,",37° or H,.38 The
guantum-classical scheme for the combined nuclear/electron nuclear dynamics was treated either classically, by rate
dynamics®®® A quantum treatment was published receffify.  equations, or by time-independent scattering theory.

For Cs/Cu(100), the A state is also located in the band One-electron pseudopotentials similar to those used for
gap but energetically closer to bulk electronic states. As electron wave packets were also adopted to calculate, by the
a consequence, a wave packet in front of the surface takescomplex scaling method, the widths and energies of excited
a less pronounced lateral detour, the charge transfer isatoms (e.g., Rydberg atoms) or ions interacting with surfaces;
faster, andArctr = 112 meV is bigger. The inelastic see refs 386390. In the complex scaling method, the time-
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independent Schdinger is solved with a complex scaled Also in ref 394, a tight-binding LCAO method has been
coordinate, giving complex eigenvalues whose real part givesused to estimate lifetimes, in this case fortHs Al(100).
the energetic position and the imaginary part the width of Similarly, Taylor and Nordlander use a cluster model within
the resonance. DFT to obtain a projected density of stajgfor an atom in
All of the methods above are based on the one-electronfront of a clustep®
picture and one-electron model potentials. Multielectron
effects, such as inelastic electre@lectron scattering, can — _
later be computed via self-energies in the GW approximation Pa(E) ; GnlaT O(E — Er) (150)
as described above or by a nonequilibrium Green’s function
approact?d392
The calculation of lifetimes of excited adsorbates near
metal surfaces from more established electronic structure
theory, ideally from first principles, is only in its beginnings.
In ref 393, a tight-binding Green’s function method was
proposed, in which a Dyson equation

Here, ym denotes KoharSham orbitals of the combined
system, an@, denotes the KohaSham orbital in question
of the isolated atom. By broadening tldefunctions by
Lorentzians, it is possible to determine the widthppéround
E = E, and define a lifetime.

While the Dyson equation considers an isolated adsorbate
G(E) = (1 — GYE) V) L GYE 148 on an infinite substrate, the cluster approach is local and
cH=A-6BY &6 (148) therefore plagued with the same shortcomings as the Tully/

is solved. Here@® = (E1 — H%is an unperturbed, block Head-Gordon cluster model. In ref 396, therefore, the

diagonal Green’s matrix for an isolated adsorbate interacting 1@ylor—Nordlander model was used in conjunction with
with an infinite surface, derived from the interaction-free Periodic DFT, using a slab geometry. As a first example,

HamiltonianH®. V is the coupling between molecule and the width of the Li 2s level in front of an Al(100) surface
surface at Tni'te= distance, an@ is the corresponding was calculated. In the periodic approach, also the adsorbates

, ; = _ are in a periodic arrangement; hence, the lifetime depends
perturbed Green’s matrix. Solving eq 148 at enekgy= ;
; ; ; ; : on coverage. It was found that at low coverage, the Li 2s
lim, —o(E + i77) gives the density of states according to resonance width is around 1 eV, when the Li atonvid ag

1 " away from the surface. This suggests again a femtosecond
p(E) = — —Tr{Im[G(E")]} (149)  |ifetime.

L ) . Even shorter lifetimes are possible for core-excited spe-
Projecting the latter on the adsorbate level(s) of interest givesjog397 Ap example is core-excited sulfur atoms on

the local, or projected, density of stajesin the noncoupling — p,0001)2% Herg a S 2selectron was excited to the
situation,p, is ad function that broadens when the molecule 3p, level. The “core-hole clock” method was used to
interacts with the surface. The fwhmpi'ls the resonance  measure the excited-state lifetime, in this case domi-
width, Aa. The method was used to estimate the lifetime of nated by the tunneling of the excited electron into the

the negative ion resonance of a diatomic molecule on a metaly, | The electron tunnels on the ultrashort time scale of
surface. With “typical” tight-binding parameters representing 320 as= 0.32 fs. The measured transfer time was also

an Antoniewicz type situation, a lifetime in the femtosecond supported theoretically by electron wave packet propaga-
range is found around the equilibrium bond length, which tioﬁggg y by P propag

increases exponentially with moleculsurface distance;

see Figure 11. The method should be extendable to the ab Excited-state lifetimes could also be determined, in
initio world. principle, by solving eq 87 from coupled nuclear wave

packets or, equivalently, by solving the electraruclear

Schralinger eq 102. The decay of an initial wave packet in
08 | front of the surface by nonadiabatic couplings is in gen-
o eral nonexponential, and because the model is energy-
N 06 conserving, a “lifetime” cannot be strictly defined. Such
e approaches have in fact been used in refs 195, 198, and
o — 4, ) 200, giving lifetimes in the order of several femtoseconds
ol | excited state ] for NO/Pt.
= ground state A related wave packet approach is the “surrogate Hamil-
B N tonian” method of Kosloff and co-workers. Their method
= will be applied below for FLD, but it can also be used for
A e e lifetime calculations, which was done for NO/NiO (10834
w In the surrogate Hamiltonian method, one considers a system
g g i . coupled to a set dil environmental modes, treated as two-
0.4 1.0 1.6 2.2 level systemg$?%4°°For NO/NiO(100), the two-level systems

DISTANCE Z/Z, were electror-hole pairs. The model leads td 2oupled
Figure 11. Results from a tight-binding Dyson equation ap- Schrainger equations and is therefore conceptually similar
proach*3 Shown are the computed potential energy curves for the to multistate treatments like eq 87. The theory accounts for
ground state and a (negative ion resonance) excited state of athe decay of the resonance state within a given system
diatomic molecule adsorbed on a surface, and the resonance width,5p coupling model. A dipolar coupling mechanism was

A, as a function of molecutesurface distance. Units are if3g . . .
. ; g assumed to be operative for NO/Ni(100), and an excited-
for energies angfisr for the width, whergss andfismare the tight state lifetime of a few femtoseconds to several tens of

binding parameters for the metahetal and metatmolecule (at . .
Z = Zy) interaction, respectivel\Z, is a reference distance defined femtoseco_nds was estimat&8gdepending on the charge of
in ref 393. the bath dipoles used.
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5. Adiabatic Dynamics; Photodesorption in the Recently, the possibility to use optimal IR pulses for state-
Ground State selective excitation of various CO modes was theoretically
_ ) _ ) investigated, for a three-mode model of CO/Cu(188)n

IR light can act in various ways to desorb adspecies from the model, the CO stretch)( the CO-surface modeZ),
surfaces. First, the radiation may be absorbed by theand a (dark) lateral mode was taken into account. Energy
substrate, leading to thermal desorption by surface heating.relaxation for all three modes was included, with rates taken
Second, the field may couple directly to the dipole of the from the work of HeadtGordon and Tully. The pulses were
adsorba..tesurfac.e bond, Ieadlng to |adder Cllmblng |.nt0 the Optimized using OCT for open quantum SystemS, treated in
desorption continuum. Third, a high-frequency internal the Markov approximatiof’:% The result was that even at
adsorbate vibration may be excited by the IR photons, leadingambient temperatures, a substantial population of higher

to (pre-) desorption. levels should be accessible with optimized pulses.
) o As an alternative to using single chirped, or optimal control
5.1. Direct Resonant Excitation of the pulses, asequencef N pulses
Adsorbate —Surface Bond
N
Direct, resonant IR desorption has, for chemically bound _
o Y E(t) = ) Eqs(t— ty) cosey) (151)

species, so far not been achieved experimentally. This is due
to the fact that dipole-driven vibrational ladder climbing in

the ground state with monochromatic IR light is hampered
by the decreasing level spacing in the anharmonic potential.

Also, for metal surfaces, vibrational quenching is fast, which as shape functios (which peak ats), may be adjusted to

disfavors excitation. o _ optimize the target state population. This was suggested in
On the other hand, with intense pulses, it is possible 10 garjier works on IR excitation of overtones of adsorbate
excite overtones of adsorbate vibrations. This was demon-,o4es. where the shape functions were chosen either?as sin
strated experimentally for CO/Ru(0001), by Wolf and co- Gau’ssian functions.
workers?®! They used 120 fs pulses with a carrier frequency o example is NHon Cu(111). The molecule sits upright
close to the CO stretch mode and fluences up to about 175, top of a Cu atom with N pointing down giip, and bound
mJ/cnt. At low fluences (a few mJ/cf), only the|0D— |10 1y b~ 0.7 eV. Along the umbrella mode of the molecule,
transition was opserved; at higher fluences al&b,— 200 the dipole moment changes appreciatfsuggesting that
absorption sets in. _ overtones of this mode could be excited by IR photons. This
The experimental observation was corroborated by a three-possibility was investigated by nuclear wave packet propaga-
state density matrix model, where the three states indicatetjgn in refs 403 and 404. A two-mode model with umbrella
the |OL) |10Jand|200CO vibrational levels. Energy and phase mode,r, and molecule surface distancez, was adopted.
relaxation as well as direct excitation by the laser pulse were aAssuming that the radiation does not penetrate the surface,
taken into account. The energy relaxation was assumed tojt as found® that it should indeed be possible to selectively
proceed on a picosecond time scale, and dephasing rates wergycite the umbrella mode with a frequency of about 1200
estimated from IR line widths. Within that model it was ¢m1 at least up to its first overtoney(= 2). For that, as
found that, at a fluence of 11 mJ/€nfor example, thell  sequence of two IR pulses, each 1 ps long, with a fluence of
level can be populated with about a 15% probability #id  apout 30 mJ/cAy was used. In ref 405, this model was

should work well for ladder climbing. In eq 151, the
individual field amplitudesEy and frequencies;, as well

to about 5%-See Figure 12. generalized to account for energy relaxation. For that
purpose, a model was developed in which the molecular
0.20 ] dipole couples to the substrate electrons, leading to vibra-
c level 1 tiona_l Iifetimgas on a picosecond scale. Using open-system
g 015 2 density matrix theory and the two-mode model, it was found
3 that temporary IR excitation of the umbrella mode by the
g 010 J\pulse “old” picosecond pulses is still possible but less effectie.
% o4 02 00 02 o4 Reoptimizing the pulses gave higher target yi€fighe IR
® 0051 preparation of an adsorbate can also enhance the cross-section
~ for photodesorption with UV/vis light. A few examples of
0.00> o 2 7 p p Pra— this “IR + UV strategy” will be given below in section 9.2.

The same, dissipative two-mode model was adopted in

time
(Pe) ref 406 to laser-isomerize the Nkholecule on the surface

Figure 12. Result of a three-level open-system density matrix : . .
simulation of the fs laser-induced IR excitation of CO/Ru(0001). from the N down to an inverted, less bound configuration.

The populations of levelglland [20are shown as a function of | N€ MOSt promising strategy to achieve isomerization from

time. The inset shows the short-time behavior and the pulse the “left” well of the asymmetric, dissipative double-

envelope. Reprinted with permission from ref 401. Copyright 2001 minimum potential to the other well, is by exciting the

American Institute of Physics. molecule to vibrational levels above the barrier, from where
it relaxes with a 1:1 probability into the “left” and “right”

In ref 401, it was also found that at higher coverage lateral wells. By repeating the excitation out of the “left” well, with
energy loss, by Hster transfer due to COCO dipole either a pulse train or a long pulse, population accumulates
coupling, becomes very efficient. At low coverage, where in the right (target) configuration.

Forster transfer plays no role, it was argued that the Finally, in ref 403, sequences of IR pulses were con-

population of|200could be enhanced by using negatively structed that lead to the desorption of the molecule. However,
chirped pulses. The negative chirp accounts for the smallerthe corresponding field parameters are somewhat unrealistic
level spacinge, — E; in comparison tde; — E,. when simple Gaussian pulses are used. In principle, the
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desorption by a static electric field, under an STM tip for adsorbed on NaCl(1085:292:293:413417 |n contrast to NH/
example, should also be possible. In refs 403 and 407, it Cu(100)’ (i) the coupling of the intramolecular and the
was found that for an ammonia molecule, bound by 0.7 eV, desorptive mode is not substrate-mediated and (ii) the
a critical field strength of about 1 V/A would be needed. excitation energy is larger than the binding enermy For
This is unfeasable for an STM experiment on a metal surface, CO/NaCl(100), for example, the binding energy is about
but in the case of semiconductors and/or for less strongly 1100 cnt! as compared to the vibrational quantum of CO
bound adsorbates, static field desorption may be possible.of about 2100 cm' (for 13C'€Q).

In fact, direct desorption of adsorbates by electromagnetic  When vibrationally exciting the CO bond by IR radiation,
(radiation) in the ground state is easier for physisorbed it couples into other modes such as the moleecglarface
systemg® For example, a combined experimental/theoretical vibration, and desorption will occur. Because the potential
study® of “He and®He physisorbed on Pt(111) showed that is strongly bound along the CO distanceand because the
the atoms can be removed from the surface already by thecoupling betweenm and the moleculesurface bondy, is
blackbody radiation at room temperature. This is possible weak, the molecule is trapped at the surface for a long time,
because the He atom is bound by only 9 meV, and a singlebefore desorption occurs. Experimentally, the desorption rate
photon suffices to desorb it. after IR radiation has been measured t&Rgg< 104 s71.2%

The same mechanism had earlier been suggested for the In refs 416 and 417, the predesorption rate for CO/NaCl-
desorption of H molecules physisorbed on a Cu(510) (100) was calculated, using a Golden Rule type theory and
surface!® Accordingly, the desorption rate can be calculated a master equation approach. In ref 416, a system was
from considered consisting of threand Z modes (perpendicular

orientation of the molecule), while in ref 417, this model
Riec=A fD°° ng(TAw) o° C(w) dw (152) was extended by a rotational degree of freedom. In the 2D
model, the experimental desorption rate could be reproduced

whereA is a constant an€(w) is a dipole-dipole correlation ~ With the initial statejs: = 0, vz = 1[] The desorption rate

function. The latter is (foff = 0) given as increa_ses when. and/orv; increase. In the 3D model o_f ref_
417, it was found that also rotational predesorption is
Clw) = 2 S(w — 153 substantial. It was also observed that the predesorption rate
(@) Z T (153) could be considerably enhanced by temperature, through

phonon assistance, and by laser control.
In eq 152,D is again the adsorption energy anglis the
Bose-Einstein factor, eq 70. In eq 158y, is the transition 6. UVvis Photodesorption from Insulating
dipole moment connecting vibrational levél§and|o.[] and Surfaces
wqo IS the corresponding transition frequency. Using this

theory, the desorption rates in Table 4 were obtained, which !N this chapter, | review recent theory on photodesorption
and similar reactions of atoms and molecules at insulating

Table 4. Desorption Rates for B from Terraces of Cu(510) surfaces. Here, | consider “direct” excitation by UV/vis light
According to Ref 19 sources, and lifetime effects can be neglected.
temperature (K) 210 296 370 A first example concerns the photodissociation of a HCI
Rues(theor) (s9) 4% 104 8 x 10 12 % 104 molecule at an ice surface, which was studif-}d in ref 41.8.
Rees (€Xp.) (59 5% 104 8 x 104 15% 104 The hydrogen atom leaves the surface, while Cl remains

adsorbed. This study is in line with earlier theoretitaf??
and experimental wofR*425 on the photodissociation of
hydrogen halides on (ionic) insulators. It aims at a better
b understanding of surface-aligned chemistry, on the un-
g'rze'dgstg?m%ﬁcmar Resonant Excitation and ravel_ling of differences to the well-studied dissociation of
HCI in the gas phase, van der Waals complexes (e.g-, Ar
Quite some time ago, IR-laser-induced photodesorption HCI*?6427 or Ar,—HBIr*?9, and in matrices (e.g., in solid
of NHz from Cu(100) was observed experimentally, however, Ar),*?° and on practical aspects of pollution chemistry.
with frequencies that excite the-NH stretching mode of The time-dependent MCTDH method was used to calcu-
about 3400 cm.'” Using a master equation, which took late the cw absorption spectrum according to eq 84, after
phonon and electronic damping and molecular dipole cou- sudden excitation of the molecule from the ground sfgie
pling into account, it was argu&dthat the desorption = |X'='[Jto the repulsive, excited state(l= |ATIL] (The
mechanism is a thermal process arising from “resonant notation applies to the free molecule.) A 2D model in which
heating”. Accordingly, the NH bond serves as an “antenna” the Cl atom remains in its fixed position on the surface and
that directs radiation energy, via surface phonons, to thewhere H can move laterally and vertically in the ) plane
molecule-surface bond, to break it. Unfortunately, the was used. Initially, the H atom resides halfway between the
process is nonselective in the sense that also coadsorbged NDCI atom and a nearby O atom of the ice surface; that is, H
desorbs when NEacts as an antenna. [Only recently, the points toward the surface. Model potentials based on earlier
goal was achieved taselectiely excite and break an  work were used3® The main findings were as follows: (i)
adsorbatesurface bond by IR photons without thermaliza- The H wave packet splits into many fractions after photo-
tion, for the example of H/Si(11¥2419 excitation, with desorbed, adsorbed, and subsurface parts.
That intramolecular, high-energy vibrations can efficiently (ii) The angular distribution of the emitted H atom shows
be excited by radiation, which by subsequent coupling to structures characteristic for a rainbow effect. (iii) Most
other modes leads to desorption, is well-known from importantly, the calculated absorption spectrum exhibits
“predesorption” of molecules from insulators. Examples are structures that are related to the temporary trapping and
CHsF physisorbed on Na@&t42and, as mentioned, CO oscillation of the H wave packet after excitation, between

are in good agreement with the experimental data.
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the Cl atom and the ice surface. In contrast, the absorption(multireference configuration interaction) wave functions.
spectrum of free HCI is structureless. As to whether these With this methodology, the ground staglwas found to
structures survive under a multidimensional treatment is be S-O,~, and the lowest excited-state was-SD,, around
subject to current investigation. Also, surface atom motion the ground-state equilibrium geometry. For increasing O

will tend to wash out this “cage effect?? Effects of atom surface distanc&;, however, this order reverses; that is, the
motion on photodesorption cross-sectiar(®) were also molecule desorbs as a neutral species. The crossing (in the
studied in ref 431, for nonadiabatically coupled model diabatic picture) of the two potential curves occurs at around
systems, by a Gaussian wave packet/path integral method3 A.

As another recent example for surface photochemistry at  For O,/TiO,, the desorption after direct photon excitation
insulators within a two-state model, the ground- and excited- was modeled by means of the coupled wave packet method
state potential energy curveg(Z) and V4(Z) along the according to the two-state TDSE of eq 81. The full coupling
adsorbate-surface distancg were calculated for alkaliatom  elementVy,(Z) comprising dipole and non-BorOppen-

(Na and K) desorption from Sig3** Cluster models in heimer terms was calculated in a diabatic representation. In
conjunction with ab initio methods were used for this certain areas alorg, in particular close to the crossing point
purpose. Here, the ground state at equilibrium geometry wasof the potentials, the non-BorrOppenheimer coupling was
the charge transfer state SA* and the excited-state-3\ found to be larger than 10 meV, suggesting nonnegligible
(with S = surface and A= adsorbate). transition probabilities.

In ref 254, also, the lifetime of the excited state was  The photodesorption yields were estimated from the TDSE
estimated based on the assumption that energy transfer tlhy assuming that molecules that are excited will automati-
the solid can be neglected amg is solely determined by  cally also desorb. With this assumption, reasonable agree-
spontaneous emission. In this casgjs the inverse of the  ment with experimental det® was found up to a photon
EinsteinAy coefficient for emission from the initial (excited)  energy of about 3.8 eV. Above that, the calculated desorption

to the final (ground) state, i.e., yields deviate substantially from experiment, which was
> N interpreted as indicative for additional, so far neglected,
Ty = Aif_l = (@ wﬁz fﬁ) (154) substrate-mediated channels.

in atomic units. Herefj is the oscillator strength, arftty 7. UVIvis Photodesorption from Semiconductor

is the energy difference for the transition. With an energy and Metal Surfaces
difference of 7.3 eV and an oscillator strength at equilibrium .
distance of 1.5< 1072 both calculated from TD-DFT, a  /-1. Direct DIET

lifetime 7o ~ 28 ns was estimated. Hence, the relaxation | this subsection, desorption of adsorbates by direct
during desorption of the alkali atom can indeed be entirely excitation, mostly with nanosecond lasers, will be reviewed.
neglected. Dynamics calculations, on the other hand, werepjrect excitation is typically realized for nonmetallic sub-

not carried out. o o strates, however, with exceptions. A few specific examples
A similar energetic ordering, i.e., “ionic” below “neutral” || pe given below.

potential is characteristic also for molecular oxygen adsorbed

on a reduced Tig{110) rutile surface, which was studied in ~ 7.1.1. H:Si(100)2 x 1
refs 251253. In this case, clusters were saturated at the
boundaries with hydrogen, rather than embedding them in a
point charge field. The chosen cluster isQd¢H1;, with O,
sitting upright halfway between two Ti ions, as indicate
in the sketch below. The adsorption of i@ the ground state
was also examined with the help of periodic Hartr€®ck

The desorption of H and D from hydrogen-covered Si-
(100)2 x 1 is not only possible with an STM but also with
d UV photons. This was demonstrated in ref 20. By the
process, a direatr — ¢* transition is enforced® Here, V,
= Vg refers to a ground state, which is bound by about 3.4
eV along the H-Si distancer, andV,» = V, to an excited,

SAvouris and co-workers constructed potential curvgg)
andVy(r), which they used to explain their “above threshold”
STM experiments at sample bias voltages>of7 V.3 In
particular, a semiclassical variant of Gadzuk’s jumping wave
packet algorithm was used to rationalize the unusual large
isotope effect in the yields,

_Y(H)

Y(D) (155)

of about 50. To do so, an ultrashort lifetime of the excited

state ofre ~ 0.5 fs had to be assumed. This short lifetime

is a consequence of the fact that the> ¢* excitation lies

in the conduction band of the Si surface, with plenty

opportunity to couple to empty substrate states. As a result

of the short lifetime, desorption probabilities are very small.

For H, the yield is about 1G per excitation event, and for
Excited- and ground-state potentials were subsequentlythe heavier correspondingly smaller, causing the large isotope

calculated, within the cluster model, from MCSCF and MRCI effect.

Figure 13. Cluster model TiOgH;; as used in ref 252. Reprinted
with permission from ref 252. Copyright 2003 American Institute
of Physics.
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and Zhu to explain their UV desorption experiment, showing
a similarly large isotope effeéf.In refs 201 and 202, effects
of an (exponential) coordinate dependence of the quenching
rate V\Fa'_,g(Z) were considered in addition. Furthermore,
because the excitation is direct, it can be speculated that
shaped laser pulses could be useful to control the rea®fion. \qj/

|

The same model and method was adopted by Vondrak ek | 7

energy (eV)
a2
T
]

In fact, in ref 202, it was argued that ultrashort pulses would
enhance the cw DIET desorption probability dramatically. 0
Further “control strategies” will be considered in section 9.2. ransfer coord. (a )
As soon as with an STM (single) hydrogen atoms have :
been desorbed from H:Si(100)2 13543 a Si dimer with 0.002
one H and one “dangling” bond is left. It was also shé##
that with an STM operating at negative sample bias, the
remaining H atom can laterally and reversibly be switched

0.0015

= 0.001
back and forth between the dangling bond Si site and its &
original position. Also here, a large isotope effect was found ot
for the switching probabilitiesPs.(H)/PsW(D) ~ 7. In most 0.0005
previously known atom switches, the atom is only weakly 0.0005 il
bound to a metal surface. The reversible transfer of Xe atoms vib

from a Ni surface to an STM tip is, meanwhile, the classic UL RS TR A el
example*®297|n contrast, in the present example, the H atom 9 20‘{.":30 ?wfm L) ‘0‘{.]21010 3(”” ;.oo )
is bound by more than 1 eV. Hnei(ps) MRS

Because of this large barrier, it was argued in refs 44 and Figure 14. Switching d a H atom on a Sidimer of Si(100). Top:
45 that H switching on Si(100) requires electronic excitation. Model. Bottom: Time-resolved switching probability, with and
A 1D two-state model for the STM hydrogen switch was without vibrational relaxation included; after ref 320.

devised:*“with ground- and excited-state potentiagx) to the antibonding resonance state, A, is direct, and the A
andV,(x) along a “switching coordinatek, constructed from  state is long-lived, as we have seen. Petek and co-workers
periodic DFT calculations. Both potentials are double- achieved the SS- A transition experimentally with a FL
positions of a single H atom on a Si dimer. The excited state, 91329 By time-resolved two-photon photoemission (TR-
about 2.7 eV above the ground state, is a short-lived 2ppg), the nuclear motion of the adatom on the excited-
‘resonance” with a diffusion barrier much shallower than in - sate surface was monitored in real tiff#élt was found that

the ground state. The lifetime of the resonance was estimatedhe atom moves outward, within 50 fs by0.06 A. First
aste ~ 2 fs. attempts to model the influence of nuclear motion, i.e.,

In ref 208, this two-state model was adopted within open- nossibly of desorption, on the TR-2PPE spectra have been
system density matrix theory. The “above threshold” STM mentioned abovéss 366

excitations were treated as in STM-DIET, by a singular

Franck-Condon transition. Different from refs 44 and 45, 7.1.3. Other Examples

ot the excited state, however, mich coser o the barier ATOHr system with a comparatively fong, but ot

top after electronic queﬁching In f:ontrast to photodesorption infinitely long, excited state !|fet|me (several tens to a fgw
L S "hundred of femtoseconds), is Xe adsorbed on an oxidized

the vibrational relaxation in the ground state cannot be

. . Si surface. Photodesorption of Xe from this surface, after
neglected and botty andz, Must be included. Otherwise, oy photoexcitation, was studied experimentally in ref 435
in a double-minimum situation, a rate cannot be properly

i . : and theoretically in ref 250. In the latter paper, excited states
defined, because the population oscillates between left anqure determined along the desorption coordinate by CASSCF

right wells forever. The time scale for switching, i.e., the : . d
time after which the H atom has “decided” which well to ﬁlgs;c)eizrrlgalculatlons and subsequently used in classical surface

choose, is determined by the vibrational lifetinag, in this All examples so far in this chapter were for 1D nuclear

calsner.el'g%; '(,t;ljsaglotﬂ e's glgssig%ietivlgsﬁ:]%%rseﬂ l;'t'e d to directl motion, and other degrees of freedom were neglected. This
excite the I+Si—’Si d?mer Witﬁ/ 27 eV ho%ons For thaty is unsatisfactory, in particular for molecules. Here, in a series
' P ) of papers, Kimer and co-workers fill a gap by considering

Rﬁ;ﬁfigiu’;é rgl;lsiis }/;/grr; ﬁtﬁzafzeo\?;efs?rnesslsﬂﬁri\?v’it\év#ig multidimensional quantum dynamics of diatomic molecules
ging ! ’ 9 desorbing from transition metal oxide surfa¢&sThe goal

seems possible with higher efficiency than with an STM. . o . ;
For a fixed pulse width of 20 fs, the switching probability s to treat the problem as high-dimensional as possible.

increases approximately linear with laser fluence, up to a 7.1 4. cO/Cr,0,(0001)

fluence of about 8 mJ/ctnFor even higher fluences, the . i i

switching probability drops again, probably due to stimulated  While Cr,0s(0001) is a large-gap material, | refer to
emission. A large influence of the switching probability on photodesorption of CO from this surface in this chapter, since

the pulse length was found. the lifetime of the excited state is assumed to be compara-
tively short. The photodesorption of CO from;0Og(0001)
7.1.2. Cs/Cu(111) in the DIET limit after direct excitation was experimentally

Another system where direct excitation leads to subsequentstudied in ref 437. In their theoretical work, Klar et al.
nuclear motion is Cs/Cu(111). The excitation from the SS assumed a FranelCondon excitation of the ground-state



Ultrafast Molecular Desorption from Surfaces

wave function to a “representative” excited state in the right
energy window. Specifically, the excitation was to Hih
state, corresponding to a C@ 5> 2* transition257,258:438440

Up to 4D PESs (including, the azimuthal and polar angles
0 and¢, and a lateral modes?>®) were determined, using a
cluster C§OsCO embedded in a point charge field and the
ab initio CASSCF method. The PESs were fitted to an
analytic form. As an example, in Figure 15, a 2D contour

0 o/°
Figure 15. 2D contour plots of the ground (upper panel) and
excited-state potentials (lower panel) for,0.4%¢ On the lower
figure, the ground-state wave function is projected, i.e., the initial
state after FranckCondon excitation. Reprinted with permission
from ref 438. Copyright 2002 American Institute of Physics.
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On the other hand, the simulations nicely reproduce the
observed lateral velocity distribution of desorbing €©.

7.1.5. NO/NIO(100)

Kltiner et al. also developed ab initio models for DIET of
NO from NiO(100)249:256:443445 Sq far, up to 4D two-state
models were considerééf In the 3D model of ref 256, for
example, the two center-of-mass coordinafeand X and
the anglef are included. In earlier 2D studies, tdeand 6
and theZ andr modes had been considered, respectively.
Again, a “representative” two-state model was used. The
excited state was the lowest sextet, with a KiNO~ like
charge transfer configuration. Adopting only a single “rep-
resentative” excited state, on top one which is optically
forbidden, was justified by the observation that many excited
states in the relevant energy region exist, all with similar
topology?#°2%6 The same argument applies to CO/Qy.
Again, Gadzuk’s averaging scheme was used, with a lifetime
of ~25 fs for the 2D model of ref 443, and a longer ~
50 fs in the 3D cas&fto fit experimental desorption yields.

Experimentally, the most striking feature of the NO/NiO-
(100) system is a distinct bimodal velocity distributit.
This was explained for the 2D case in ref 443 by the topology
of the potential,(Z,0) of the negative-ion resonance, causing
the Franck-Condon excited wave packet to bifurcate. Bifur-
cation in the excited state was also found to be central in
the 3D case; however, now the topology\atz, 6, X) along
X and hence motion along that coordinate seem decisive.

The semiclassical surface hopping method of Grosset al.
was applied for the same systéth.'8’ Because nuclear
motion was treated classically in this work, the photode-
sorption of NO from NiO could be treated with up to seven
nuclear degrees of freedom, using model potentials. It was
found that DIET proceeds through two “channels”, an “early”
and a “late” one. The origin of the above-mentioned bimodal
velocity distribution could not be fully explained.

Another experimental feature for NO/NiO(100) is the
pronounced, superthermal vibrational excitation of desorbing

plot along the angular coordinates is shown for the ground NO molecules. One finds for the ratios of populations of

and excited states.

As can be seen from the inset of the upper panel of Figure
15, the CO molecule resides, in ground-state configuration,

halfway between two Cr ions, in tilted polar orientatiorfat
= 120. In the excited state (lower panel), this is no longer

the equilibrium geometry and so the excited wave packet
feels forces along both angles (arrows in Figure 15). The

desorbing molecules are therefore rotationally “hot”. Ex-
perimentally, it was found that at low total angular momen-
tum J, the molecules desorb preferentially in helicopter like
orientation, while at highd cartwheel rotation dominatég’

To understand this behavior, the LvN eq 90 with energy
relaxation eq 92, and a constant resonance widtbbtained

vibrational levels,Pi/Py = 0.17 andP,/P, = 0.06**2 This
corresponds to a vibrational temperature (if any exists) of
around 2000 K. This was explained in ref 444 in accord with
earlier findings for similar systems® by the assumption
that an intermediate anion NQbeing stretched, returns
vibrationally excited to the ground state from where it
desorbs.

7.2. Substrate-Mediated DIET

For all examples of section 7.1, the excitation is direct.
For metal surfaces, the excitation is hardly ever direct but
substrate-mediated instead. Also, the lifetimes are short
(typically < 10 fs), and desorption probabilities are smaller

from an “educated guess”, was solved by the jumping wave than for most examples considered so far.

packet schem&*27¢ A lifetime 7o of 10 fs was able to

reproduce the experimentally estimated desorption probability 7.2.1. NO/P((111)

of between 10! and 102 The calculations were done in
refs 257 and 438 in a 3D modél, (0, ¢), and in ref 440 in
a 4D model Z, 0, ¢, X).

In both references, the “rotational alignment” of desorbing
CO at low and highl was investigated but could not be fully
explained. It may well be that a 6D quantum simulatfén

NO desorption from Pt(111) is probabthe prototype
system for substrate-mediated DIET from metals. Also
here, representative two-state models have been used
with one (desorption coordinaig!’8180.181.213,214,276,44849 g
two degrees of freedom, eithet and the NO distance
r183,184,281,320,450.45 7 and the polar anglé.*52453The 2D

is needed and/or that a two-state model or the coordinate-(r, Z) model has also been used for nonadiabatic scattering
independent resonance width assumption are not realistic.of NO from Pt(111)!%*
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Model potentials have been used for the ground stgte These findings have been modeled theoretically with
and the negative-ion resonance stdfeln the 1D models, bimodal two-state models in conjunction with the jumping
the ground state was chosen as a Morse potential, and thevave packet scheme. A lifetime of about 1.5 fs reproduces
excited state was chosen as a negative-ion resonance potentisthe isotope effects and other experimental findings as well.
(eq 112). The excited-state lifetime was also chosen semi-In contrast to NO/Pt(111), for example, for Nidesorbing
empirically aste) ~ 2—10 fs, depending on model, dimen- from surfaces, it is essential to take at least one internal mode,
sionality, and author. The substrate-mediated excitation namely, the umbrella mode (vibration along the inversion
process itself was treated by a singular FranClondon coordinatex; see Figure 16), into account. Accordingly, after
transition of the ground-state vibrational wave function to
the excited state.

The most striking experimental observation after using 9
ns laser pulses at 355 nm was that the molecules come off
the surface vibrationally hof,i, ~ 850 K. This was again
attributed to the assumption that during desorption an anion
state is temporarily populated, in which the NO bond is
stretched®45°However, by assuming in simulations a bond
elongation ofAr ~ 0.1 A, which is typical for NO in the
gas phase, this leads to much larger vibrational excitation
than actually found®® In fact, with this assumption, a
population inversion of vibrational levels is predicted, while

experimentally only the lowest two levels are significantly . e ERRE? TR

populated, and a ratiB./Py ~ 0.04 is observed. A number e o o NH_/Cu(100)

of possibilities, including partial charge transfer only and % —=— ND,/Cu(100)

coordinate-dependent quenching, have been sugd&sied = _0_NH3’,CU(1”)

resolve this issue. g I —e—NDCu(111) :
Another possibility is vibrational relaxation of the NO a 3

bond at the surface. This possibility was investigated in ref = rys i

320 within the two-stater( Z) model. The NO vibrational ©

lifetime was estimated from ab initio cluster calculations o

and eq 127 asi, ~ 500 fs. It was found that this vibra- g 12t

tional relaxation lowers the desorption probability and, -g 372,48

more importantly, favorsy = 0 for desorbing NQf), in a@ il T T T i

expense of higher. Thus, vibrational cooling of the NO 0 1000 2000 3000 4000

bond may help to explain the observed, relatively moderate -
vibrational excitation of desorbing NO molecufég?In ref Energy (cm™)

320, also, an analytical solution of the LvN equations for Figure 16. Coordinates (top) and Boltzmann plot (bottom) of
DIET with coordinate-independent Lindblad dissipation was rotational level populations of Ny-and ND; desorbing from Cu-
given. (100) and Cu(111). The bottom panel was reprinted with permission

The vibrational relaxation of the NEPt bond was the from ref 290. Copyright 2001 American Institute of Physics.

. AL 117 Y o
subject of a few studie®?**"The vibrational lifetime was . nc1e condon excitation, the molecule moves from the
assumed to be in the order of picoseconds. In ref 451, Gao's;

; . : - — 2~ initial N down/H up configuration toward planarity, causing
relaxation operator (eq 51) in the harmonic approximation vibrational excitation after desorption
was used. In ref 117, the anharmonic raising and lowering ; e .
operators of eqs 47 and 48 were adopted instead- NO The 2D model is, however, not sufficient to explain the

surface relaxation led again to a reduction of the desorption rotational excitation of the desorbing moleclles, and their
" 9 : P experimentally observed dependence on surface indices.
probability of several percent and, more importantly, to a

aturation ofy. which is otherwise often not reached in finite When desorbing from Cu(111), the molecules are rotationally
saturati » WhiCn 1S IS€ reacnec In it -y more than a factor of 2 colder than when desorbing from
time propagations. The desorption probability itself is small

! . ' Cu(100)*7 To explain this experimental fact, Li and Guo
~1074 —
fsllg per absorbed photon in the 1D model with = 2 have used 3D model potentials for ammonia/Cu(111) and

Cu(100)?°°where in addition t&Z andx, also the azimuthal
7.2.2. NHy/Cu angleg as shown in Figure 16 was considered. For Cu(111),
the 3-fold symmetry of the surface is compatible with the
The DIET of ammonia from surfaces also has a rich Cs, symmetry of the ammonia adsorbing on top, while for
experimentaP?-286456-458 gnd theoretical historsf’290459.460 Cu(100) with its 4-fold rotation axis there is a symmetry
For copper surfaces, one of the most striking features is thatmismatch. As a consequence, there is a much larger potential
there is a pronounced isotope effect when replacing Wih corrugation for Cu(100) along than for Cu(111). The result
NDs. The isotope effect not only refers to the total DIET is the observed higher rotational excitation of Nwhen
yield, i.e.,Y(NH3)/Y(ND3) ~ 4,25 but also to the vibrational ~ desorbing from Cu(100) rather than Cu(111), as indicated
state distribution of photodesorbed ammonia. ForMNIB3/ in Figure 16.
Cu(111), for example, it was found that symmetric and  From the figure, one first notes that the population of
antisymmetric levels of the “umbrella’4) mode of photo- rotational levels follows a Boltzmann plot, so it is reasonable
desorbing ammonia are unequally populated, withsNH to assign a rotational temperaturg;, a finding consistent
preferring symmetric and NpDpreferring antisymmetric  with experiment®” Furthermore, the computed rotational
levels?86 temperatures for NiHare T, = 372 K for Cu(100) and



Ultrafast Molecular Desorption from Surfaces Chemical Reviews, 2006, Vol. 106, No. 10 4149

= 205 K for Cu(111), again in reasonable agreement with gave results close to the averaged quantities. Vibrational
the experimental values of 540 and 220 K, respectively. The damping was accounted for by a simplified scheme, in which
NDs; molecules come off rotationally colder. Other computed fluxes going inr andZ directions were phenomenologically
observables, such as the total desorption yield, are not muchdamped with exponential damping fact@s/=», with 7,
affected by the extra degree of freedom. = 0.25 ps andry, = 3 ps. It was thus assumed that
vibrational relaxation along is faster than along@.

7.2.3. Oz on Metal Surfaces In refs 211 and 277, the branching ratio under DIET

The photochemistry of molecular oxygen on metal surfaces conditions was calculated &8 < 1, comparable to the
is interesting, because of several possible intermediateexperimental value d ~ 0.5—1. This corresponds to more
oxidation states of oxygen. All of them give rise to their dissociation than desorption after excitation with nanosecond
own (diabatic) PES and to possibly different reaction pulses® The branching ratio, however, depends sensitively
pathways. The most important oxidation states are neutralon details of vibrational damping. Under hole resonance
O, (the physisorption state), JO (superoxide), and &~ conditions, similar results were obtained.
(peroxide); see section 3.2. The neutral state is bound along The dependence of the branching ratio on vibrational
the O-O distance and gives @plus the metal surface for ~ damping was further analyzed in ref 211, based on dissipative
Z — . The superoxide state with one electron attached to Lindblad functionals as described in eq'8#2to treat
the antibondingr* orbital is typically bound along andZ. nonlinear vibrational relaxation and a stochastic wave packet
The peroxide state is bound aloAgnd gives two dissociated  approach to solve the open-system LvN equation. In par-
O™ ions whenr is extended. This is at least the situation ticular, the experimental finding was of interest that under
that applies for @Pt(111), according to experimental FL conditions, the branching ratio increasesBte- 5—30,
findings2” i.e., Yaes™> Yqis.3* Similar findings apply to @Pd31135The

In ref 277, a 2D (, Z) three-state model was developed, FLD/DIMET was modeled in a simplified way, by assuming
for O, oriented parallel on an uncorrugated surface. The threethat a second electronic excitation took place after some delay

potentials stand for O[Vy(r, 2)], O~ [Vm, (r, 2), m = time. Figure 17 shows the branching raBpas a function
molecularly adsorbed], and,© [V4(r, Z), dissociative state],
with nondiabatic coupling functiong.(r, Z) andVyu«(r, 2) 6 | | |

betweena/m and g/m accounted for. The potential and
coupling parameters were chosen such that the ground-state
adiabatic potential function, i.e., the lowest root obtained

with vibr. relaxation _|

0
|

m
o
from diagonalizing the potential matrix T4 a
D al _
Vy Vgm0 £ 3
\_/= ng Vm Vam (156) Q
= c 2
0 Vam Va E
el

reproduces experimental facts, such as geometries and
vibrational frequencies. The adiabatic ground-state surface 0
is also consistent with periodic DFT calculatidfslnitially, 0 1 dela 2time [ 33]
the molecule resides as adsorbed speciesaPproximately ) _ i y P _
at the minimum ofV,, separated by barriers from a Figure 17. Branching raticB for O,/Pt(111) as a function of delay
physisorption well (minimum o¥,) and the dissociated state M€ between two subsequent excitations. The two curves are

7= f . SV without (bullets) and with (filled squares) vibrational relaxation
(minimum valley ofVa). The barrier to dissociation is 0.34 7y en into account (solid): after ref 211.
eV, and the one toward desorption is 0.38 eV. An analogous
multistate model was devised by Kosloff and co-workers for
similar systemg%2

A DIET scenario arising fronelectronexcitation for Q/
Pt(111) was modeled by FranelkCondon transition of the
inital wave function to the dissociative excited stetewhich
corresponds to an attachmeng O— O, 277 It was then
time-evolved under the influence of the Hamiltonidin=
1Tg + V for a residence timeg, and Gadzuk’s averaging
scheme was applied. Similarly, a resonahote excitation
was modeled by FranekCondon exciting the inital wave
function to the neutral excited statg and proceeding as 73 DIMET
above. One can then calculate the branching ratio between’ "
desorption and dissociation, This last example makes the connection to FLD from metal

surfaces, which has been realized for many other systems.

B=y— (157) 7.3.1. NO on Metal Surfaces

The first system for which DIMET has been observed is
under different excitation conditions (electron or hole). In NO/Pd(111), with a nonlinear scaling of the yield with
the Gadzuk averaging, a sub-femtosecond excited-statefluence according to eq 1 and an exponent 3.322 This
lifetime was assumed for the excited states, but a single,and the other DIMET hallmarks as described in the Introduc-
“representative” residence timg = 2 fs without averaging  tion, notably the higher DIMET yield as compared to DIET,

of delay time, for two different cases: without vibrational
relaxation and with vibrational relaxation. Note that in the
latter case,B > 1 for all delays, in agreement with
experiments. This behavior has its origin in the anisotropic

vibrational relaxation: Because;,, > 7., the Z mode is
still vibrationally “hot” when the second electronic excitation
takes place. In contrast, themode has already relaxed.
Therefore, the desorption (aloZy is greatly enhanced over

dissociation (along), under FLD conditions.
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were reproduced and explained in ref 25 with the help of In ref 117, besides electronic relaxation, also vibrational
stochastic trajectory simulations, using two-state models. Therelaxation of the NO-surface vibration was accounted for,
stochastic trajectory calculations are the classical analoguedeading to a reduction of the desorption yield also in DIMET.
to the quantum mechanical DIMET models based on open-In ref 117, it was further found, based on calculation of the
system density matrix theory as described in section 2.3.4,vibrational state distributionP,(t) of the NO-substrate
when realized by a MCWP algoritht®® The classical vibration from the full density matrix, tha,(t) is nonther-
particles undergo random jumps between two potentigls ~ mal, at least for hundreds of femtoseconds, rendering the
(2) (neutral state) anW(Z) (anion state). These jumps are notion of a vibrational temperaturg, in FLD somewhat
governed by the upward raMFgLa that depends on the questionable-See Figure 19.

time-dependent electronic temperatilizgt), and the down-

ward rate\/\éL . The latter was assumed to bg= 2 fs in 10— T T T
ref 25. The electronic temperature was calculated from the
2TM. 102E, t=400 fs

v

Another important hallmark of DIMET is the ultrashort,

o .
sub-picosecond response in FLD, recorded by 2PC. For NO/ S 107 .
Pd(111), 2PC was measured and simulated, using Arrhenius K K
type rate equations and the 2TM in ref 24. g

The open-system density matrix approach was applied in
refs 117, 180, 181, and 448 for FLD of NO/Pt(111) within
a 1D model and extended in refs 183 and 184 to two modes
(r, Z2). Also, herege = 2 fs was assumed (in the 1D model),
and the 2TM was applied to obtain the upward rate in eq _ . i
110 The LvN equauons were Solved elther by dlrect denS|ty Flgure 19. POpulatlonSPV Of the V|brat|0na| states Of the NCPt

matrix propagatioR® by stochastic wave packet meth- ond att = 400 fs, according to a density matrix mod&l.A

e Gaussian laser pulse with fwhm 80 fs and a flueRce 6 mJ/cn?
178,184 ’é}a .
ods; or by a variational wave packet meth&d.The . and wavelengtii = 619 nm has been used for excitation. All states
use of stochastic wave packets also allowed us to quantify yp to the desorption continuum of N@Pt, starting aE = D =

the notion of “multiple” in DIMET. As a result, for realistic  1.08 eV, are shown.
Tel(t) profiles, it was found that the average numbéiper
pulse is surprisingly smalf! This is consistent with an As mentioned above, “phononic” vs “electronic” mecha-
independent analysis of Gadztfk. nisms of FLD or other reactions can experimentally be
Again, the nonlinear scaling law (eq 1) could be repro- discriminated by 2PC measurements. Again, for NO/Pt, 2PC
duced within the 1D two-state matrix modél:**3A scaling  traces of desorption yields were calculated, using the 1D two-
exponent in eq 1 oh ~ 4.4 was found, in reasonable state density matrix/2TNE” An observed, rapid initial falloff
agreement with the experimental valuerof 6 & 1.2 of the Y(At) curve on the time scale of a few hundred
Unlike in direct photochemistry, wherecan be interpreted  femtoseconds is indicative of the electronic mechanism. It
as the number of photons needed to break the bond, in thewas also found, however, that the initial steep decay(at)
indirect, hot-electron-mediated processhas no simple s followed by a very slow decay extending far into the
physical interpretation. The excitation r ! . depends picosecond and probably even nanosecond regime. Never-
exponentially onl(t), which itself depends nonlinearly on  theless, also in this regime, the mechanism is electronic in
the laser field. To be more quantitative, in Figure 18, the the model, since no phonons were accounted for. The reason
for this behavior can be traced back to the prediction of the
2TM, of a fast decay ofTe(t) due to electrorphonon

107

| | | |
0 02505075 1 125
energy [eV]

3000 (a)I »| | (b)

“10* [fs]

coupling, followed by a slow decay as soon&s~ Tpn,
when diffusive cooling begins to dominate. As a conse-

XZ B 6 guence, the second pulse finds the electrons “warm?”, for long
52000 = Ly PR times, which in turn leads to larger yields than expected for

2

Wel

two uncorrelated laser pulses. This finding suggests that the
classification as “phononic” or “electronic” mechanisms from

1000 | | SN~ time scale arguments is not entirely straightforward.
1,2 8 0 300600 9508 To go beyond the concept of bath and system temperatures,
F" [(mJiem?)'?) time [fs]

Koch et al. applied their surrogate Hamiltonian for FLD of
NO from NiO(100). As mentioned earlier, however, because
the substrate is no metal, direct dipole excitation of the
system dominate8?4®and DIMET cannot be observed. This

is consistent with FLD experiments for NO from NiO, where

at most a slight superlinear dependence of the yield on the
maximum electronic temperatufg,” is shown for Pt(111),  laser fluence was observét:467 In refs 399 and 400, on
when 80 fs Gaussian pulses with increasing fluence are usedthe other hand, a dependence of computed observables such
together with the corresponding excitation rates. In Figure as desorption probability and velocity distribution, on the
18a, T ¥{t) is plotted againsEY2. From the almost perfect  pulse length (rather than only the fluence), was predicted.

M 0 FY2 in excellent
7.3.2. O, on Metal Surfaces

linear relationship, one findgy,
agreement with an estimat&* [ +/F given by Corkum et
FLD in the DIMET regime was also observed fop @x
metal surfaces, as said earlier. In refs 149 and 152, the

Figure 18. (a) Maximal electronic temperatufig,** as a function
of laser fluenceF. (b) Time dependence of the excitation rate

V\Fg'_.a(t) for three laser fluences 4.5, 6, and 7.5 mJ/difnom
bottom to top); after ref 117.

al#*%* and also in ref 131. In Figure 18b corresponding,
selected excitation rates are given.
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“weakly nonadiabatic” theory of section 2.2 was applied to
DIMET of O, from Pt(111), in a 1D model, assuming the
validitiy of the concept of a vibrational temperature during

Chemical Reviews, 2006, Vol. 106, No. 10 4151

In refs 29 and 471, the Arrhenius eq 24 has been used,
and eqs 59 and 60 applied to various adsorbate modes of
CO/Cu(100). For the COGCu mode, electronvibration and

desorption. Both the perturbative model described above andphonon-vibration couplingsje = (6 ps)* and#p, = (3 ps)?
a nonperturbative, scattering-theoretic approach for thewere chosen. For the @0 mode, e = (2 ps)?! was

transition rated\,—s were used. In this latter approach, the
inelastic transition rate®V,—; are calculated 4%46°

WO." A

27
g 2E f(1— 1) |Tﬁk,,ak|2 O(E; + € — E, — ) (158)

Here, the scattering matrix element from initial vibrational
state|aCand metal electronic statkl}to final state|S0) |K' 0
is

B || oV, Ve,

Tﬁk’,ak = (159)

& e+ E,— (e, +A) — E,+iA,

where theV values are the coupling matrix elements defined
in the Newns-Anderson Hamiltonian (eq 66). In eq 1583,

is the occupation number of metal electron stite at
temperaturde, and (1— fi) is the corresponding probability
for state|k'(Jto be empty. Furthermore\, is the shift and
A4 is the broadening of the resonance lej&l as defined
earlier. The intermediate statéwllin the eq 159 are the

eigenstates of the negative ion resonance state, which ar

temporarily occupied.

It was found that the two approaches (called models A
and B in refs 149 and 152), give quite similar results, while
a classical treatment underestimates the “vibrational heating”
In ref 149, it was also argued that, if initially no off-diagonals
of the density matrix are present, they do also play no big
role during the FLD process, making a master equation
approach valid.

In ref 149, a nonlinear scaling law( F>&0%4was found
for DIMET with single 80 fs pulses, as compared to the
experimental observatio O Fé4 Also, 2PC traces were
modeled. For @Pt(111), the 2PC yield shows a feature about
0.6 ps (hwhm) wide, which was well-reproduced by the
model4°

Another theory toward FLD has been presented in ref 470.
Nonequilibrium Green'’s functions were used in conjunction
with DFT, to compute from first principles the probability
of desorption or dissociation of@n Ag(110), as a function
of photon energy.

7.3.3. CO on Metal Surfaces
The FLD of CO from metal surfaces in the nonlinear

assumed, angl,» * was found to be very long. By assuming
that the CG-Cu mode is the vibrational coordinate along
which desorption occurs and using the appropriate frequency
factor B in eq 24 and the vibrational temperature of that
mode, the exponenh found in eq 1 wasn = 8.4, in
agreement with the experimental vafidt was also argued

in ref 29 that other modes of adsorbed CO, namely, the
frustrated rotations and translations, cannot be fully excluded
as possible desorption modes.

The procedure applied in ref 29, namely, applying one of
the Arrhenius expressions (eq 24 or 58) to a selected
(guessed) desorption mode, with parametggisiyn, B, and/
or E;) either fitted or taken from other sources, is an
established technique to rationalize the experimental outcome
of FL-induced reactions at surface!® Of course, this
approach is somewhat empirical and relies on a 1D reaction
path.

For CO/Cu(100), Head-Gordon et al. found by MD
simulation with electronic friction and all six, coupled
adsorbates modes included (see eq ®4)y 5.6 for half
coverageé?+1%5Their model has the additional advantage that
also the translational, rotational, and vibrational energies of
éhe desorbing molecules can be obtained. In the MD
simulations, the frictions were chosen consistent with the
friction tensor computed in ref 140.

The FLD of CO from Cu(100) in the nonlinear regime

‘was also the subject of a number of quantum mechanical

investigations, using “strongly nonadiabatic” models. Micha
and co-workers adopted modified open-system density matrix
theory and/or dissipative wave packet models, the latter with
up to four modes 4, 0, X, ¢), finding an exponenh ~
34727478 |n their modeling, the excitation is through an
“effective dipole”, suggesting a more direct dependence of
the desorption dynamics on laser parameters than in other
models. Such a more direct dependence, however, is
guestionable in the case of indirect, e.g.m hot-electron-
mediated mechanisms, where, for example, no dependence
of the cross-sections on the laser polarization and hence
dipole orientation is found. The hot-electron-mediated FLD
of CO from Cu surfaces was also studied in ref 479, by a
three-state dissipative wave packet model, where one state
represents a metal excitation.

7.3.4. Other Systems
Apart from the systems mentioned, for a number of other

fluence regime has been the subject of numerous investiga-adsorbates and surfaces, hot-electron-mediated FLD has been
tions. Again, the nonlinear yield-fluence dependence ac- observed and, in most cases, also modeled by Arrhenius type
cording to eq 1 and the ultrashort response times in 2PCrate equations and electronic friction models. One example
traces were the most striking experimental results. For CO/ is the associative desorption of Hom Ru(0001f, where a
Cu(111), the exponenmtin (eq 1) isn = 3.728 For CO/Cu- large isotope effect was observed after replacing¥iD..
(100), at a coverage of 0.5, one finds= 8 £ 1 in the Recently, this system has also been treated with two-mode
(absorbed) fluence range between 4.3 and 4.6 niHoch a MD with electronic friction?®® This work showed good
2PC halfwidth of about 2 p%. agreement between theory and experiment as far as the
The theoretical modeling of these processes/systems rangescaling of the yield with fluence and the internal energy
from Arrhenius expressions (eq 24 or 58) in conjunction with distribution of the desorbing molecules is concerned.
temperature models (section 2.2.1), over the more sophisti- Another example is FLD of CO from Pt(111), where the
cated MD with electronic friction method (also section 2.2.1), fluence dependence of the yield is again strongly nonlinear,
to coupled wave packet schemes (section 2.3.2) and openbut the actual exponemt depends on the pulse lendfi.
system density matrix theory (section 2.3.4). This is therefore an example where not only the fluence but
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also the pulse shape counts. However, no difference in thetive of the excited-state resonance. Gadzuk’s jumping wave
desorption yield was found when chirping the puf8e. packet model was used for STM-induced DIET. A lifetime
Furthermore, in ref 482, NfHand ND; were desorbed from 7 of the positive ion resonance af, ~ 7—20 fs was
Pt(111) with FL pulses. Interestingly, here, no dependence assumed, to rationalize the observed, high efficiency of the
on the pulse length was observed, and also the clear isotopelesorption process. Mechanistically, it was suggested that
effect reported for DIET with nanosecond lasers was not the molecule, which is buckled in the ground state, tends to

found. planarize after FranckCondon excitation and then desorbs
from the surface vibrationally excited, in the butterfly mode.

8. Related Processes: STM-Induced Desorption Further examples, and the perhaps more interesting STM-

and ESD DIMET regime, will not be covered here beyond what

already has been said.

8.1. STM-Induced Desorption .
P _ _ 8.2. Electron-Induced Desorption
It has been stated that STM-induced desorption or

analogous reactions are closely related to DIET when the Instéad, | briefly turn to electron-induced processes such
STM operates in the “above threshold regime”, and related @ ESD, which are also often described by jumping wave
to DIMET when operating “below threshold”. As a concrete packet_models analogou.s to DIET, with an initial, impulsive
example, the desorption and switching of H at Si(100) have €xcitation. An examp7I§ is the ESD of CO from Ru(0001)
been mentioned. by 150 eV electron&>"3which was studied theoretically in
Ultrafast STM desorption was not only observed for H/Si €fS 204 and 205. o .

but for larger molecules as well. An example is the desorption . N contrast to the “low-energy” excitations considered so
of benzene from Si(100)% 1, at negative voltage:0203 far,'thg high-energy electrons probably lead to a double-
The desorption yield depends linearly on current, indicative €Xcitation of the CO molecul€.As a consequence, not only

of a single-electron process. vibrational excitation, but in fact a vibrational population
A 2D two-state model has been deviséd-203 with inversion for the desorbing molecule was found experimen-
(dimensionless) desorption coordinateand a “butterfly”  tally, with a maximum around = 30. The possibility that

modeX. The first is related to the molecutsurface distance, ~S°Me of the molecules might dissociate was mentidéed.
the second one is related to the buckling of the benzene N refs 204 and 205, a 2D two-state model was developed

molecule, as indicated in Figure 20. with Z, the CO-surface distance, and the-O distancer,
i.e., desorption and dissociation mode. The excited state was
(@) assumed to be thes3! 4071 2772 doubly excited state, with
a strongly elongated-©0 bond and CG-surface distanct?
2 10 | tedet After Franck-Condon excitation and subsequent relaxation,
the molecule desorbs with enormous vibrational energy, as
shown in Figure 21. The vibrational excitation is a conse-
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Figure 20. Neutral ground state (a) and positive ion state (b), for v
benzene on Si(100) 1 in the two-mode model. The calculations Figure 21. Vibrational state distribution®(v) for CO desorbing
were done with a cluster on the B3LYP/6-31G** level of theory. from Ru(0001), for two different excited-state lifetim#4.
Stationary points are indicated by dots, and the corresponding
geometries are show#? Reprinted with permission from ref 203.  quence of the substantial bond lengthening in the doubly
Copyright 2000 American Institute of Physics. excited state, of aboutr ~ 0.6 A. Also, dissociation occurs
to some extent. The excited state lifetime is essentially

At negative sample bias, the HOMO is being depopulated; unknown and was assumed to be in the few femtoseconds

therefore, a positive ion is expected to be a good representatange.
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A more recent example of ESD is that of ¢Bt from — T - .
(a) 7 (b) 7

O/Ru(001). Here, pronounced steric effects were predi€ed,
with a Br-up configuration desorbing with a much higher
probability than a Br-down configuration. Also, in this
example, bimodal two-state models were employed. The
excited state was assumed to be an anion state.
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9. Controlling Surface Reactivity

We close this review by describing several actual develop- b BN A

B saaad 0w aaad g
7 I 2 3 4 10 100 It)()llij
ments toward theontrol of ultrafast molecular desorption time (pe) il thikskness d i)
from surfaces.

Figure 22. (a) Te(t) curves for thin Pt films, obtained with the
. 2TM.*8 A Gaussian laser pulse polarized perpendicular to the
9.1. Control by NanOStrUCtu“ng substrate was used with fluenEe= 6 mJ/cni, fwhm = 80 fs, and

. =619 nm. Thed = 500 nm result is indistinguishable from the
While ideal, extgnded surfaceg are a u.sefl_JI reference, an({;ulk. (b) Desorption yields resulting from the gpen-system density
they may not be ideal for practical applications of surface matrix model, for different film thicknesses
photochemistry. Here, as in heterogeneous catalysis, confined
structures such as clusters or films can offer advantages. according to eq 56. It is first of all seen that with decreasing

For example, it has been found that No'gn_ole(_:ules desorbyiim thickness, the maximum electronic temperaturg™
from amorphous or ordered aggregatesgb A in diameter) o 505 From Figure 18a, | recall thE§™ is propor-
of Pd atoms on alumina surfaces, very efficiently when ) . —_max
stimulated with nanosecond UV light (DIET conditiorf). ~ tional to V/F, now one finds an approximate relatiafj™
The photodesorption cross-section increases with decreasing/ F/d, suggesting that lowering has as similar effect as
aggregate size over at least 1 order of magnitude. It has beenncreasingF. From Figure 22a, it is also evident that the
conjectured that this may be due to additional binding sites €lectronic temperature is high for a longer time, before heat
with low adsorption energy, but electronic effects may also diffusion can cool the electrons down. As a consequence,
play a role# t_he ho_t-electron-mediated de_sorption depends sensitively on

Electronic effects are clearly responsible for the high film thickness, as shown in Figure 22b. Here, the desorption
photoreactivity of Ag nanoparticles, where plasmon-enhancedProbability has been calculated with the open-system density
photochemistry was observed experimentally. Plasmons areMatrix approach of above.
collective excitations of the metal electrons, which resonantly ~ Another way of how to enhance photoreaction cross-
enhance the electric field at the surface. As a consequencesections has been suggested in ref 492. Accordingly, when
the direct photoreaction cross-section increases. This mech-depositing an ultrathin metal film on a semiconductor, UV/
anism was predicted theoretically some time &§4%6Other vis photons would create hot electrons or holes in the
enhancement channels are due to the coupling of plasmonsemiconductor. These will then tunnel through the metal layer
to electron-hole pairs, or phonons, leading to indirect, to the adsorbate to form an ion resonance by electron or hole
incoherentadsorbate excitation. A plasmon-enhanced, phonon- attachment. It was argued that this leads to an enhancement
induced reaction is the FLD of water from quartz-supported factor 0 1/d, and for films a few tens of Angstroms thick,
Ag clusters, as demonstrated in ref 487. An example of direct the reaction cross-section might increase a factor of about
excitation of a short-lived surface plasmon, possibly coupled 10. A related but different proposal to enhance reaction cross-
to hot electrons, leads to desorption of NO molecules from sections is due to Gadzd#**“who suggested to use metal
Ag clusters on alumin&® Surface plasmons were already insulator-metal tunnel junction devices to tune electron
known to enhance the photoreactivity of adsorbates on (hole) energies into resonance.
roughened Ag surfaceg’

In addition, the photoreactivity of an adsorbate may be 9.2, Laser Control of Surface Reactions
enhanced by other mechanisms: (i) The lifetime of inter-
mediate states could be dramatically influenced by quantum There are also attempts to control surface photoreactivity
size effects. For metal films, for example, it is known from by the light source itself. A difficulty arising in the case
calculations that the density of electronic states in the solid substrate-mediated photochemistry is that the adsorbate is
varies discontinuously with film thickness, thus causing a excited only indirectly; that iscoherent controlis evi-
discontinuous behavior also for the lifetin&8395490Sjmj- dently not easily possible. Of course, there is the “trivial”
larly, for metal clusters, it was shown by DFT, the jellium control by laser frequency and fluence. Also, the reaction
model, and the self-energy formalism that small metal cross-section of FLD will be enhanced by a sequence of laser
clusters show a nonmonotonic lifetime as a function of cluster pulses, rather than a single pulse, as observed in 2PC
size®! In cases for which the lifetime is very long, the €experiments.
molecule can gain more energy in the excited state; therefore, Similar ways ofincoherent controhave been predicted

the desorption cross-section increases. in ref 448, where thshapeof the laser pulse envelope was
(i) In the case of “hot-electron”-mediated FL chemistry, proposed as a possible control parameter, in agreement with
the confinement may have an influence on Thgt) curve. the experimental finding for CO/Pt(111) as mentioned

This latter effect was demonstrated in ref 448. In Figure 22a, above?®! The predicted controllability of FL-desorption by

I show the time-resolved electronic temperatlg€), at the chirped pulse4’® on the other hand, was not supported by
surface of Pt(111) films several to many nanometers thick, experiment: Neither a positive nor a negative chirp had any
after excitation by FL pulse¥®For the calculation, the 2TM  effect on the desorption of CO/Pt(111), at least in the range
was used with a thickness-dependent source t&th of experimental parameters considetéd.
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While UV/vis photons penetrate most metal surfaces thus example is that the time limit of ultrafast processes is more
favoring hot-electron mechanisms, IR photons couple directly and more being pushed into the attosecond domain, also for
to the adsorbatesurface bond. It has therefore been sug- surfaces®® Attosecond processes are very popular at present
gested to use a IR- UV/vis strategy to first vibrationally ~ in atomic and molecular physics, because they define the
excite the adsorbate and then to desorb it by electronic natural time scale of electronic motié#. From the theory
excitation80.181,201,202,260,404,4054¢5rom DIMET, one knows  point of view, powerful methods are being developed to
that vibrational excitation favors desorption. This is also follow electronic motion in real timé?3-514 This will be very
consistent with a number of experimental findings for DIET, beneficial also for adsorbate systems, where the direct
where vibrational preparation was achieved by surface monitoring of electron dynamics after photoexcitation plays
heating?*>497 As an example, it was shown that the DIET an increasingly important role. Apart from the examples
yield of CH; radicals desorbing from GaAs increases by a given above, this also becomes evident for “solvated
factor of about 10 when heating the substrate from 100 to electron” dynamics at surfacé’s: 522

580 K2% Another line of research, connected with scanning tun-
In the realm of molecular reaction control, the HRUV neling microscopy but also with molecular junctions, aims
strategy is known as “vibrationally mediated chemistfj”5% at pushing the spatial resolution to the molecular limit. The

For surface science, it was suggested that IR preexcitationcombination of STM or molecular devices with light holds
will not only lead to larger UV/vis desorption yields but may promises, for example, for the light-induced switching of
also be used for isomerization reacti®i$%and for isotope-  electronic currents through adsorbed molectdés.
selective chemistr§P*405 The (quantum) theoretical models and methods of all of
In most of these cases, IR pulses in the picosecond domainthese phenomena, as different as they seem at first glance,
were optimized by assuming a certain shape, e.g., Gaussiarshare many common aspects. One trend for the future seems
or sir?, and a fixed frequency. Only recently, OCT was to be that the more generic, model-like theories of previous
adopted™* In ref 449, a hybrid quantum control scheme for years are being complemented by the first-principles model-
NO/Pt(111) was suggested, namely, coherent excitation ofing of concrete systems. Still, the underlying concepts form
the NO-Pt vibration with IR pulses obtained from OCT, the basis for numerical investigations and often provide a
followed by the incoherent electronic excitation by hot deeper understanding.
electrons. Again, the 1D two-state model within open-system
density matrix theory with Lindblad excitation/deexcitation 17 Acknowledgments
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